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ABSTRACT

The mechanisms that control the interhemispheric teleconnections from tropical heat sources are investigated using an intermediate complexity model [a quasi-equilibrium tropical circulation model (QTCM)] and a simple linear two-level model with dry dynamics. Illustrating the interhemispheric teleconnection process with an Atlantic warm pool principal case, the heat source directly excites a baroclinic response that spreads across the equator. Then, three processes involving baroclinic–barotropic interactions—shear advection, surface drag, and vertical advection—force a cross-equatorial barotropic Rossby wave response. An analysis of these processes in QTCM simulations indicates that 1) shear advection has a pattern that roughly coincides with the baroclinic signal in the tropics and subtropics, 2) surface drag has large amplitude and spatial extent and can be very effective in forcing barotropic motions around the globe, and 3) vertical advection has a significant contribution locally and remotely where large vertical motions and vertical shear occur. The simple model is modified to perform experiments in which each of these three mechanisms may be included or omitted. By adding surface drag and vertical advection, and comparing each to shear advection, the effects of the three mechanisms on the generation and propagation of the barotropic Rossby waves are shown to be qualitatively similar to the results in QTCM. It is also found that the moist processes included in the QTCM can feed back on the teleconnection process and alter the teleconnection pattern by enlarging the prescribed tropical heating in both intensity and geographical extent and by inducing remote precipitation anomalies by interaction with the basic state.

1. Introduction

Tropical heat sources can remotely influence ocean basins and continents through atmospheric teleconnections (e.g., Horel and Wallace 1981; Ropelewski and Halpert 1987; Wallace et al. 1998; Trenberth et al. 1998). In addition to many teleconnection studies in general circulation models (GCMs; e.g., Lau 1985; Mechos et al. 1987; Kumar and Hoerling 1998; Barnston et al. 1999; Goddard and Graham 1999; Latif et al. 1999; Saravanan and Chang 2000), much has been learned from simpler models. In the tropics, heating anomalies directly force a baroclinic signal that tends to remain trapped in latitude. Thus, highly damped shallow-water models (Matsuno 1966; Webster 1972; Gill 1980), which assume a vertical structure of a single deep baroclinic mode, can give a plausible first approximation to the low-level wind field in the vicinity of heating anomalies. In mid- and high latitudes, teleconnections tend to be dominated by an equivalent barotropic signal for two reasons. First, barotropic stationary or low-frequency Rossby waves in westerly flow tend to be less equatorially trapped than their baroclinic counterparts (Salby and Garcia 1987). Second, vertical propagation tends to reduce the contribution of baroclinic modes in the midlatitude troposphere, leaving the signal far from the source dominated...
by an equivalent barotropic mode (Held et al. 1985). Thus, barotropic models have been widely used to study the teleconnection response at midlatitudes (e.g., Hoskins and Karoly 1981; Simmons 1982; Simmons et al. 1983; Held and Kang 1987). However, because the heating does not directly force a barotropic response, barotropic models used to study teleconnections must prescribe a vorticity source or “Rossby wave source” (Sardeshmukh and Hoskins 1988), which can be based, for instance, on baroclinic divergence at upper levels or on baroclinic transient motions diagnosed from a GCM simulation (Held and Kang 1987). This diagnosed Rossby wave source is one convenient approach that permits the barotropic processes to be examined while deferring investigation of the complex baroclinic-to-barotropic pathway in the tropics-to-midlatitudes teleconnection process. However, many of the terms that are specified as a fixed source in this approach are dynamical quantities whose scales, spatial form, and so on depend on the interaction of the baroclinic mode with the basic state in ways that can be interesting to elucidate. Multilevel linear, steady-state wave models with both baroclinic and barotropic components comprise part of a model hierarchy (Hoskins and Karoly 1981; Ting and Held 1990; DeWeaver and Nigam 2004) that can capture at least some aspects of the tropical/baroclinic–midlatitude/barotropic transition. Interactions with baroclinic transient eddies (Held et al. 1989; Hoerling and Ting 1994) can also alter the teleconnection pattern in a manner that is not easily captured by stationary wave models.

The energy exchange between equatorially trapped baroclinic modes and equivalent barotropic modes with a significant projection on midlatitudes needs, therefore, to be addressed in a more sophisticated way. Instead of prescribing a Rossby wave source based on upper-level divergent flow in the one-level barotropic vorticity equation (e.g., Sardeshmukh and Hoskins 1988; Held and Kang 1987), a series of studies have been examining this problem from the point of view of baroclinic–barotropic interaction terms and studying the effect of each mechanism at work in the baroclinic-to-barotropic transition. 

Majda and Biello (2003) develop a set of simplified asymptotic equations describing the nonlinear interaction of near-resonant long-wavelength barotropic wave trains and equatorial baroclinic wave trains in the presence of sheared zonal mean winds, and emphasize the central role of baroclinic mean shear for sufficiently rapid nonlinear exchange of energy between the tropics and midlatitudes. Biello and Majda (2004a) incorporate the dissipative mechanisms arising from radiative cooling and atmospheric boundary layer drag, to explain how this mechanism creates barotropic/baroclinic spinup/spindown in the teleconnection process. Their results indicate that although the dissipation slightly weakens the tropics to midlatitude connection, strong localized wave packets are nonetheless able to exchange energy between barotropic and baroclinic waves on intraseasonal time scales in the presence of baroclinic mean shear. Wang et al. (2010) examine how, in the presence of background vertical shear, the transition from an equatorial baroclinic mode to an equivalent barotropic mode at midlatitudes establishes the interhemispheric influence of the Atlantic warm pool (AWP) in the Northern Hemisphere on the southeastern Pacific.

In this work, we aim at directly diagnosing and assessing the relative importance of the interaction terms between the baroclinic and barotropic modes that appear as source terms in the barotropic equation. These interaction terms are similar to a Rossby wave source approach in that these terms appear as a vorticity source in the barotropic equation, but the “source” can be quantitatively and conceptually quite different than approaches based on upper-level divergent flow in a single-level vorticity equation. For instance, if there is no vertical shear and no damping on the baroclinic mode associated with surface stress, then upper-level divergence in the baroclinic mode does not produce any linear forcing of the barotropic mode. At the same time, by explicitly modeling the gravest baroclinic mode, the teleconnection pathway can be followed as the two modes interact, for instance with the baroclinic mode producing a teleconnection across the equator, and then interactions yielding a barotropic mode that can propagate to higher latitudes in the opposite hemisphere. Building on previous work with idealized asymptotic equations, we use realistic background states and more detailed physics including moist processes to analyze teleconnections arising from tropical heat sources.

We use two numerical models with different complexity, in both of which the baroclinic–barotropic interactions are explicitly formulated. The more complex one is a quasi-equilibrium (QE) tropical circulation model (QTCM; Neelin and Zeng 2000), in which part of the quasi-equilibrium convective closure is used to carry forward analytically the model solution for the baroclinic vertical structure in the convective regions. The full primitive equations are then projected on the resulting baroclinic-plus-barotropic basis functions for vertical structure. This intermediate complexity model retains some of the simplicity of the analytical solutions while keeping full nonlinearity from the primitive equations and a consistent representation of moist processes including a deep convective parameterization. The consistent vertical
mode decomposition yields three mechanisms (Neelin and Zeng 2000) for excitation terms in the barotropic equations due to baroclinic terms: interactions of vertical shear in horizontal advection terms, vertical advection of vertically sheared motions, and interactions via surface stress in the boundary layer. Thus, the QTCM allows for quantifying the effect of each of those mechanisms and for assessing the role of feedbacks associated with moist processes. The simpler model we use is based on that of Lee et al. (2009), which is a two-level steady-state wave model linearized about background flows. In preparation for the present study, the Lee et al. (2009) version was extended to include the three mechanisms for excitation of barotropic modes present in the QTCM. The simple model permits experiments in which mechanisms may be included or omitted. Therefore, an assessment of individual impacts is obtained by retaining the forcing terms one at a time in the barotropic equation, and inspecting the differences in the teleconnection patterns obtained with each mechanism. Our primary focus is on the heat source region above the Atlantic warm pool because previous studies have shown that it has significant interhemispheric influences (e.g., Wang et al. 2010).

The remainder of the text is organized as follows. Section 2 gives a brief introduction of the two models as well as the modifications made for the study. Section 3 presents the QTCM experiments, examines each of the three forcing terms of barotropic Rossby waves, and presents the QTCM experiments, examines each of the forcing terms and the modifications made for the study. Section 4 presents the simple model experiments, narrowing down the role of each forcing term. Section 5 consists of a summary and discussion.

2. Models and methodology

a. QTCM

The QTCM belongs in a class of tropical atmospheric models of intermediate complexity that occupies a niche between GCMs and simple models. In the QTCM, the derivation from the primitive equations is done systematically and the constraints placed on the baroclinic flow by the GCM convective parameterizations with QE thermodynamic closures are exploited. Part of the QE convective closure can be used to carry forward analytically the model solution for the vertical structure in convective regions. Using the vertical structures based on these analytical solutions as the leading basis functions in a Galerkin projection of the primitive equations, self-consistent nonlinear terms can be retained in advection, moist convection, and vertical momentum transfer terms, among others. A more detailed model description can be found in Neelin and Zeng (2000). The model performance has been analyzed in Zeng et al. (2000) for climatology, and in Lin et al. (2000) and Lin and Neelin (2000, 2002) for intra-seasonal variability. Moist teleconnection mechanisms within the tropics have been examined using this model in Su and Neelin (2002) and Neelin and Su (2005).

The present study uses the first generation QTCM (QTCM1), version 2.3, which retains a single basis function for the vertical structure of temperature. This is the simplest configuration but it has considerable success in capturing tropical phenomena, because the temperature structure matches the consequences of a quasi-equilibrium convective scheme, and the baroclinic velocity basis function is analytically compatible. This provides an appealing system for baroclinic–barotropic decomposition. One might anticipate that an additional degree of freedom in the boundary layer might alter some surface drag effects quantitatively. The numerical implementation of the QTCM1 here covers the domain from 78.75°S to 78.75°N and over all longitudes, with a horizontal resolution of 3.75° latitude and 5.625° longitude.

A brief review of the equation for the barotropic wind component in the QTCM is presented below to aid the analysis of the barotropic teleconnection process in the following sections. A summary of the QTCM equations are given for reference in the appendix. Using $V_0$ and $V_1$ as the basis functions for velocity, the projected barotropic vorticity equation in Neelin and Zeng (2000) is

$$\partial_t \zeta + \text{curl} \left( D_{V_0} (v_0, v_1) \right) + \beta u = -\text{curl} (\xi \psi_0) - \text{curl} (\xi_0 \psi_1),$$

(1)

where subscripts 0 and 1 denote barotropic and baroclinic components, respectively, and the operator containing nonlinear advection terms and horizontal diffusion $D_{V_0}(v_0, v_1)$, is given by

$$D_{V_0} (v_0, v_1) = v_0 \cdot \nabla V_0 + \langle V_1 \rangle \nabla \cdot v_1 + \langle V_1^2 \rangle \nabla v_1 - K_H \nabla^2 v_0,$$

(2)

where the term in brackets denotes vertical averages over the troposphere $\langle X \rangle = \int_{p_1}^{p_0} X dp$, where $p_0$ and $p_1$ denote a reference pressure at the surface and top of atmosphere. For the analysis of Rossby wave sources in the QTCM, we rearrange (1) to obtain

$$\partial_t \nabla^2 \psi_0 + \text{curl} (v_0 \cdot \nabla v_0) - K_H \nabla^4 \psi_0 + \beta u' = -\text{curl} \left( \langle (V_1^2) \rangle \nabla v_1 \right) - \text{curl} \left( \langle (V_1) \psi_0 \rangle \right),$$

(3)

where $\psi_0$ is the barotropic streamfunction, and $\langle \cdot \rangle$ denotes anomalies defined as the difference between a climatological run and a run with an imposed heating anomaly. The stationary barotropic Rossby wave response
[i.e., of the lhs of (3)] to a localized source is well known (e.g., Hoskins and Karoly 1981; Simmons et al. 1983; Held and Kang 1987), so we focus on the comparison of the forcing terms on the rhs of (3). The three forcing sources of the barotropic motion that involve the interactions with baroclinic motion are defined as follows: 1) the shear advection term $-\text{curl}_z((V_y^2 \psi_1 + \nabla \cdot \mathbf{V}_1)'$, which represents advective interactions of the baroclinic wind component (with vertical shear); 2) the vertical advection term $-\text{curl}_z((V_z^2 \psi_1 + \nabla \cdot \mathbf{V}_1)'$, which represents the effect of vertical motion advecting the baroclinic wind component; and 3) the surface drag term $-\text{curl}_z((e_0 \psi_0 + e_1 \psi_1)'$, which derives from the surface stress term $-(g/p_T) \tau_z$ (where $p_T$ is the pressure depth of the troposphere and $g$ is gravitational acceleration, and a boundary condition has been used with zero stress at model top) and a bulk formula parameterization $\tau_z = r \rho_u C_D V_n \mathbf{v}_n$, where $\rho_u$ is the near-surface air density, $C_D$ is the drag coefficient, $V_n$ is the near-surface wind speed, and $\mathbf{v}_n$ is the near-surface wind vector. These three forcing mechanisms of the barotropic motion involved in the baroclinic–barotropic interactions are further discussed in section 3b in the teleconnection experiments. We further note that linearizing the interaction terms in (3) yields $-\text{curl}_z((V_y^2 \psi_1 + \nabla \cdot \mathbf{V}_1)' - \text{curl}_z((V_z^2 \psi_1 + \nabla \cdot \mathbf{V}_1)' - \text{curl}_z((e_0 \psi_0 + e_1 \psi_1)'$. The linearized interaction terms make it clear that if there is no vertical shear or vertical velocity in the mean state ($\psi_1 = 0$) and no drag on the baroclinic mode ($e_1 = 0$), then the baroclinic mode can have any vertical velocity ($\mathbf{V}_1$), but there will be no forcing of the barotropic mode. This appears quite different from the assumptions used in traditional Rossby wave source approaches based on a vorticity equation at upper levels, but it is similar in the sense that it diagnoses a vorticity source that drives the barotropic equation, in this case the equation for the full barotropic mode. We will refer to this as a “barotropic Rossby wave source” for clarity because it is the vorticity source term as it occurs projected on the full barotropic mode. We also note that while we have retained the whole surface stress term on the rhs above, arguably it is more consistent to move the barotropic component of this [i.e., $-\text{curl}_z((e_0 \psi_0)]$ to the lhs in (3) because it acts as a drag on the barotropic mode. In that case, the surface drag contribution to the barotropic Rossby wave source due to the baroclinic mode is simply $-\text{curl}_z((e_1 \psi_1)$. We will show examples of both in diagnostics.

b. Simple model

The simple model we use in this study is based on that developed by Lee et al. (2009). This is a two-level model, in which equations are recast as baroclinic and barotropic components and are linearized about prescribed background wind fields. The model is designed to simulate both the local and remote stationary response of the atmosphere when forced with a localized heating. In this model, the baroclinic response to tropical heating anomalies is essentially the same as described by the Matsuno–Gill model (Matsuno 1966; Gill 1980) with damping used in Lee et al. (2009). This baroclinic response then excites a barotropic response by advective interactions with vertical background wind shears (i.e., through the shear advection mechanism), and the barotropic signals are in turn transmitted to high latitudes.

Our modification of the Lee et al. (2009) model allows for consideration of surface drag as another mechanism of baroclinic–barotropic interactions. This was done by eliminating, from the relative vorticity equations, the linear momentum damping $-\mathbf{r} \cdot \mathbf{V}^2 \psi$ both in the upper (250 mb) and lower (750 mb) levels, and adding in the lower level a term $-r \psi_0^2$, where the surface drag coefficient is $r_s = (g/p_T) \rho u C_D V_r$. Thus, in the barotropic and baroclinic vorticity equations, the linear damping coefficients $r_0$ and $r_1$ become $r_0 = r_1 = r_s/2$. We set $r_s = (3.5\text{ day})^{-1}$ for $p_T = 500\text{ mb}$, $C_D = 10^{-3}$, and $V_r = 10\text{ m s}^{-1}$. The simple model [as modified relative to Lee et al. (2009)] is thus given by the following barotropic and baroclinic vorticity equations:

$$\frac{1}{a \cos \theta} \left[ \frac{\partial}{\partial \lambda} (\alpha_0 \nabla^2 \psi_0 + \mu_0 \nabla \cdot \mathbf{a}_0) + \frac{\partial}{\partial \theta} (\cos \theta \alpha_0 \nabla^2 \psi_0 + \cos \theta \mu_0 \nabla \cdot \mathbf{a}_0) \right] + 2\Omega \frac{\psi_0}{a} = -r_0 \nabla^2 \psi_0 + r_0 \nabla^2 \psi_1 + A_0 \nabla^4 \psi_0 + F_{\psi_0}$$

(4)

$$\frac{1}{a \cos \theta} \left[ \frac{\partial}{\partial \lambda} (\alpha_1 \nabla^2 \psi_1' + \mu_1 \nabla \cdot \mathbf{a}_1) + \frac{\partial}{\partial \theta} (\cos \theta \alpha_1 \nabla^2 \psi_1' + \cos \theta \mu_1 \nabla \cdot \mathbf{a}_1) + \frac{\text{curl}_z((e_0 \psi_0 + e_1 \psi_1)' \right) + 2\Omega \sin \theta \nabla^2 \chi \frac{\psi_1}{a} = -r_1 \nabla^2 \psi_1' + r_1 \nabla^2 \psi_0 + A_1 \nabla^4 \psi_1' + F_{\psi_1}',$$

(5)

where $\psi$ denotes streamfunction, $\chi$ denotes velocity potential, and subscripts 0 and 1 denote barotropic and baroclinic modes respectively. Variables are separated into the basic state and anomaly components denoted by bar and prime terms, and $A_0$ and $A_1$ are the momentum diffusion coefficients for barotropic and baroclinic motions respectively. The differences from the model in Lee et al. (2009) are the two terms $r_0 \nabla^2 \psi_1'$ and $r_1 \nabla^2 \psi_0'$ that derive from the surface drag mechanism. The $F_{\psi_0}$ term represents the vorticity tendency terms due to the shear advection and vertical advection mechanisms of baroclinic–barotropic interactions. The complete form of $F_{\psi_0}$ is
\[ F_{\phi_0} = \frac{1}{a \cos \theta} \left[ \frac{\partial}{\partial \lambda} (\nabla^2 \psi_1' + u_1' \nabla^2 \psi_1') + \frac{\partial}{\partial \theta} (\cos \theta u_1' \nabla^2 \psi_1') \right] \]
\[ = \frac{1}{a \cos \theta} \left\{ \nabla^2 \psi_1' \frac{\partial \nabla_1}{\partial \lambda} + \frac{\partial}{\partial \theta} (\cos \theta \nabla_1) \right\} + \nabla^2 \psi_1' \frac{\partial u_1'}{\partial \lambda} + \frac{\partial}{\partial \theta} (\cos \theta \nabla^2 \psi_1') \]
\[ + \left[ u_1' \frac{\partial \nabla^2 \psi_1'}{\partial \lambda} + v_1' \frac{\partial}{\partial \theta} (\cos \theta \nabla^2 \psi_1') \right] \}. \]  

The first term on the rhs of (6) represents the vertical advection of anomalous baroclinic vorticity via background vertical wind. The second term represents the vertical advection of background baroclinic vorticity via anomalous vertical wind. The third term represents the zonal and meridional advection of anomalous baroclinic vorticity via background zonal and meridional shear. The fourth term represents the zonal and meridional advection of background baroclinic vorticity via anomalous zonal and meridional shear. The thermodynamic equation is given by
\[ \gamma \phi_1 + c_g \nabla^2 \chi_1 = -Q, \]  

where \( \gamma \) is the thermal damping coefficient, \( \phi_1 \) is the baroclinic geopotential, \( c_g \) is the internal gravity wave speed, \( \chi_1 \) is the baroclinic divergence, and \( Q \) is the diabatic heating rate. Note that the simple model is explicitly steady state and linear and omits all moisture effects. A baroclinic divergence equation (not shown here) together with (4)–(7) are in a closed form and are the governing equations solved in the simple model.

In our simple model experiments, we are able to activate and deactivate each forcing mechanism—the surface drag, vertical advection, and shear advection—and to compare the effects of each forcing with those in the QTCM results.

The numerical implementation of the three versions of the simple model covers the domain from 90°S to 90°N over all longitudes, with a horizontal resolution of 4.5° latitude and 4.5° longitude.

c. Methodology

We concentrate on the period of June–August (JJA), during which the tropical heating and precipitation anomalies develop to their maximum strength in the Northern Hemisphere summer, including in the AWP region of interest here. In JJA, the subtropical jets are strong in the Southern Hemisphere (winter), which can favor the shear advection mechanism for interhemispheric teleconnections (Wang et al. 2010). Accordingly, in both the QTCM and simple model, the zonal mean of the barotropic and baroclinic wind fields are prescribed as the JJA zonal means. The time advance of the zonal mean fields in the QTCM is, therefore, bypassed. The prescribed velocities correspond to the streamfunction at the 250- and 750-mb levels from the monthly National Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR) reanalysis (Kalnay et al. 1996):
\[ \overline{u}_0 = -\frac{\partial}{\partial \theta} \psi_{0 \text{NCEP}} = -\frac{\partial}{\partial \theta} \left[ \psi_{250 \text{NCEP}} + \psi_{750 \text{NCEP}} / 2 \right] \]  
\[ \overline{u}_1 = -\frac{\partial}{\partial \theta} \psi_{1 \text{NCEP}} = -\frac{\partial}{\partial \theta} \left[ \psi_{250 \text{NCEP}} - \psi_{750 \text{NCEP}} / 2 \right]. \]

Further, in the QTCM we replace the zonal velocity that advects the temperature gradient by that corresponding to the zonal mean basic-state velocity as in (8) and (9). This procedure removes the main source term for baroclinic instability, thus reducing weather variability. There are some trade-offs here. On the one hand, because of reduction in poleward fluxes, more moisture is available for precipitation in the subtropics, and interactions of the teleconnections with storm tracks are suppressed. On the other hand, the procedure has several advantages in view of our goals, including that (i) statistically significant signals are easy to detect in decadal runs, (ii) comparison to the simple model is facilitated, (iii) the basic state in which wave propagation occurs is strongly constrained toward observations, and (iv) interpretation in terms of stationary wave propagation is more straightforward. Thus, this should be viewed as an intermediate step between simple models and GCMs that would potentially include more complex effects such as interaction with baroclinic transients.

3. QTCM experiments and results

a. AWP teleconnection experiments setup

In this experiment, we prescribe a Gaussian-shaped baroclinic heating anomaly as in Lee et al. (2009). The anomaly amplitude is 169.2 W m\(^{-2}\) (which is equivalent to 6 mm day\(^{-1}\) of precipitation) at the center (20°N, 70°W), and the zonal and meridional length scales are 5° latitude and 15° longitude (see Fig. 1a). The model is
then run for 10 years using monthly climatological SSTs (Reynolds and Smith 1994).

Figure 1b shows the precipitation response averaged over JJA for 10 years in response to the prescribed heating anomalies in this experiment. It can be seen that the latent heat associated with the precipitation anomalies enhances the local prescribed heating anomalies to a significant extent, and thus will enhance the teleconnection response in comparison to a model with dry dynamics. The shape of the heating is also slightly modified from the prescribed. We return to this moist feedback effect in section 3c.

b. AWP teleconnections analysis

The JJA mean baroclinic and barotropic stream-functions anomalies are shown in Figs. 2a and 2b. The baroclinic mode resembles the Matsuno–Gill-type response (Matsuno 1966; Gill 1980) and is equatorially trapped with most of the signal within equatorial deformation radius. An important aspect is that the off-equatorial heating projects sufficiently on the Kelvin mode (to the east of the heating) and the symmetric Rossby modes (to the west) that a substantial baroclinic signal crosses the equator. The barotropic mode shows an interesting pattern. Typically, a pure barotropic stationary Rossby wave propagating in a westerly region of the midlatitudes in an approximately barotropic basic state will approach a critical latitude where \( \bar{u} = 0 \) and thus will not propagate directly across the region of easterlies near equator. In our experiments, however, the barotropic signal has a significant component in the Southern Hemisphere. This is because the QTCM includes a full set of forcing sources of the barotropic motions through baroclinic–barotropic interactions. As mentioned in section 2a, in the model’s barotropic component equation in QTCM, the three baroclinic forcing mechanisms—the shear advection, surface drag, and vertical advection—actively generate barotropic wave trains in the equatorial regions and within the Southern Hemisphere westerlies.

To explore the relative importance of the three mechanisms of interest in the QTCM AWP experiment, in Figs. 3a–c we plot the amplitudes of the three terms on the rhs of (3), and in Figs. 4a–c their inverse Laplacian (i.e., the equivalent barotropic streamfunction tendency terms). Shaded areas in Figs. 3 and 4 represent values that are statistically significant with a confidence level of 99% from a Student’s \( t \) test. The shear advection term \(-\text{curl}_z \left( \langle V^2 \rangle \right) \cdot \mathbf{V}_1\) shows a large dipole in the tropics (Figs. 3a and 4a), roughly coincident with where the baroclinic signal is strong. The southwest–northeast angle reflects the corresponding tilt seen in Fig. 2 close to
the zero contour of $\psi_1$ where the strong gradient in $\psi_1$ indicates strong baroclinic wind anomalies. Thus the region of strong shear forcing reflects the heating-forced baroclinic anomalies, which, while equatorially trapped, are able to propagate into the Southern Hemisphere where they can excite barotropic waves.

The magnitude of the surface drag term $-\text{curl}_z(\epsilon_0 \psi_0 + \epsilon_{10} \psi_1)$ in Fig. 3b is not locally as large as that of the shear advection term (Fig. 3a) and vertical advection term (Fig. 3c), but its inverse Laplacian (Fig. 4b) shows large values around the heat source with amplitudes comparable to the vertical advection term. The geographical spread of the surface drag forcing is broader in both hemispheres than the two other mechanisms. Note that Figs. 3b and 4b show the net effect of surface drag mechanism [i.e., the amplitude of baroclinic forcing $-\text{curl}_z(\epsilon_{10} \psi_1')$] after compensation by linear damping $-\text{curl}_z(\epsilon_0 \psi_0')$. Also, note that the sign of the coefficient of transfer by surface stress between baroclinic and barotropic wind components $\epsilon_{10}$ is negative in order for all the turbulence terms to have the same form (refer to the appendix for more detail). For a rough estimate of this compensation, comparing the amplitudes of $-\epsilon_{10} \psi_1$ [where $\epsilon_{10} = (-28 \text{ day})^{-1}$ and $\psi_1$ can be approximated from the values in Fig. 2a] and $-\epsilon_0 \psi_0$ [where $\epsilon_0 = (5.6 \text{ day})^{-1}$ and $\psi_0$ can be approximated from the values in Fig. 2b] indicates that the compensation effect of the linear damping can be as large as 50% of the baroclinic forcing. This estimate is confirmed by Fig. 3d, showing only the baroclinic forcing component of the surface drag $-\text{curl}_z(\epsilon_{10} \psi_1')$. As expected, this component is roughly twice as large locally as the total surface drag term (Fig. 3b). We can also see that the surface drag component has a significant contribution in the Southern Hemisphere. Thus the baroclinic forcing from the surface drag term can potentially exert a substantial impact on the generation and propagation of barotropic Rossby waves, especially in the Southern Hemisphere corresponding to the $\psi_1$ response there.

FIG. 3. The three forcing sources in the QTCM AWP experiment: (a) shear advection, (b) surface drag, and (c) vertical advection; and (d) the $\psi_1$ component of the surface drag (see text for explanation). Negative contours are dashed. The CI is $2 \times 10^{-12} \text{s}^{-2}$ within $\pm 4 \times 10^{-12} \text{s}^{-2}$, and is $4 \times 10^{-12} \text{s}^{-2}$ outside of $\pm 4 \times 10^{-12} \text{s}^{-2}$ in all four panels. Shaded areas represent values that are statistically significant with a confidence level of 99% from a Student’s $t$ test.
Finally, the vertical advection term \(-\text{curl}_t \langle V_T^{2} \rangle \cdot (\mathbf{V} \cdot \mathbf{v}_1)\cdot \mathbf{v}_1\)' (Figs. 3c and 4c) shows a localized forcing around the heat source where the vertical velocity is large (also see Fig. 1b for the large local precipitation anomaly). Note that some degree of compensation can occur with the surface drag term in regions of upward vertical motion where the vertical velocity term contribution \(-\langle V_T^{2} \rangle (\mathbf{V} \cdot \mathbf{v}_1)\text{curl}_t \mathbf{v}_1\)' has opposite sign but similar form to \(-\text{curl}_t (\epsilon \eta \mathbf{v}_1')\). Far from the heat source, in certain regions of the Pacific and Indian Oceans, the vertical velocity term can still have fairly substantial contributions corresponding to the remote precipitation anomalies in those regions. The strong vertical advection forcing locally around the heat source (Fig. 3c) and the remote signals in the Southern Hemisphere imply that this mechanism has a substantial role in the interhemispheric teleconnections, and should not be neglected.

c. Moist feedback

The precipitation response in the QTCM AWP experiments is shown in Fig. 1b. There is clear evidence that moist processes enhance the teleconnection process. First, moist feedback enhances the prescribed anomalous heat source locally by approximately 6 mm day\(^{-1}\) in this experiment, which is as large as the prescribed heat source. Second, the shape of the precipitation anomaly is stretched southwestward into the eastern Pacific region. A similar feature is apparent in the GCM AWP experiments in Wang et al. (2007, 2008). This precipitation anomaly is the result of the AWP-induced subtropical Rossby waves propagating westward and interacting with the intertropical convergence zone (ITCZ) in the eastern Pacific.

The impact of this convective heating anomaly in the eastern Pacific is further analyzed in section 3d. Third, this elongated shape, and the compensating subsidence north of the precipitation anomaly, are consistent with the mechanism described in Chou and Neelin (2003) as the result of the interaction between baroclinic Rossby wave dynamics and convective heating. The subsidence may modestly impact the teleconnection patterns north of the heating anomaly by reducing the baroclinic signal extent and by contributing to vertical advection. Finally, as the flow anomalies produced by the teleconnections interact with moist processes remotely (e.g., advecting the basic-state moisture gradient), they can induce remote precipitation anomalies that can contribute to the baroclinic–barotropic interaction. For instance, Fig. 1b shows precipitation anomalies in the equatorial western Pacific and in the subtropical southeastern Pacific. The latter corresponds to a significant contribution to the vertical advection forcing term in Figs. 3c and 4c in the Southern Hemisphere.

d. The impact of the response in the eastern Pacific ITCZ region

As mentioned in section 3c, the moist feedback on the teleconnections leads to an elongation of the anomalous heat source in the AWP region into the eastern Pacific ITCZ region. This elongation is also seen in the GCM experiments of Wang et al. (2007, 2008). Here, we quantitatively investigate the influence of this additional heating in the ITCZ region on the AWP teleconnections into the Southern Hemisphere. We prescribe a similar Gaussian-shaped baroclinic heating anomaly with the same amplitude as in the one above the AWP, but with the center at 15°N, 95°W and scales of 3.0° latitude and 7.5°
longitude. The model is then run for 10 years using monthly climatological SSTs (Reynolds and Smith 1994).

Figure 5 shows the barotropic streamfunction response to the heating prescribed in the eastern Pacific region. A comparison between this and Fig. 2b reveals an overlap of the positive and negative phases of the response induced by the two different heating regions, and confirms that the induced eastern Pacific heating provides a positive feedback to the original AWP heating. We have also tested the sensitivity of the results to the extension of the elongation, and found that the model response to a further elongation into the eastern Pacific as in the GCM experiments of Wang et al. (2007, 2008) has virtually the same pattern (not shown).

e. Sensitivity of the teleconnection pattern to longitudinal location of heating anomaly

To explore the dependence of the teleconnection response to the heating location in longitude, we perform a supplementary experiment in which the heating source is placed in the central Pacific at a location 90° in longitude west of the AWP (see Fig. 6a). The precipitation anomalies in this experiment are shown in Fig. 6b, while the baroclinic and barotropic streamfunctions response are shown in Figs. 7a and 7b, respectively. The zonally asymmetric basic state in the model can affect wave propagation, but some of the most obvious differences arise in the moist response to the source. The precipitation anomalies do not show elongation similar to that in the AWP experiment (Fig. 1b), which leads to smaller zonal wavelengths in the baroclinic and hence in the barotropic response (Fig. 7b). Based on the Wentzel–Kramers–Brillouin (WKB) theory for stationary barotropic Rossby wave propagation in latitudinally varying flow, the local meridional wavenumber \( l(y) \) is given by \( l(y) = \pm (\beta \pi_m^{-1} - k^2)^{1/2} \), where \( k \) is the zonal wavenumber and \( \beta \) and \( \pi_m \) are basic-state vorticity and zonal mean flow defined in Mercator coordinates equivalent to the form on a beta plane with spherical effects incorporated (Hoskins and Karoly 1981). The smaller zonal wavelengths (larger zonal wavenumber \( k \)) mean a lower turning latitude because the local meridional wavenumber for stationary barotropic Rossby waves goes to zero at smaller values of \( \beta \pi_m^{-1} \). Thus, the wave arc in the Northern Hemisphere is more zonal. In the Southern Hemisphere, the barotropic responses in both the AWP and central Pacific experiments (Figs. 2b and 7b) are qualitatively similar, but the latter one has weaker magnitudes. This is partly due to the small baroclinic response in the Southern Hemisphere (Fig. 7a), as well as to the absence of the vertical advection forcing sources in the southern Pacific (Figs. 3c and 4c).

4. Simple model experiments

In the simple model, an identical Gaussian-shaped heating anomaly is prescribed in the AWP region with a diabatic heating rate of \( 2.5 \times 10^{-2} \) W kg\(^{-1}\), which is equivalent to \( 2.15 \) K day\(^{-1}\) at 500 mb. For the simple vertical structure of this model (linear within each layer), this would be roughly equivalent to \( 127.6 \) W m\(^{-2}\)
using 500-mb layer depth. This heating anomaly is the only heat source because there is no moist feedback in the model. Recall from section 2 that the model is linearized about the basic state from the JJA NCEP–NCAR reanalysis streamfunction averaged zonally around the globe. Other model parameters used in the present study are the same as those in Lee et al. (2009) with the following exceptions: the baroclinic and barotropic linear damping coefficient is set to \((3.5 \text{ day})^{-1}\) for compatibility with the QTCM, and the barotropic horizontal mixing coefficient is set to \(2.5 \times 10^5 \text{ m}^2 \text{s}^{-1}\) following Wang et al. (2010). Altering these damping coefficients affects the rate at which the barotropic wave decays.

Figure 8a shows the response of the barotropic streamfunction in the model with the shear advection mechanism, and Fig. 8b shows the corresponding values with both shear advection and surface drag mechanisms included (note that the latitude coverage is adjusted to 78.75°S–78.75°N in order to compare with the QTCM results). Addition of the surface drag mechanism results in a strong amplification and extension of the barotropic response in the Southern Hemisphere. This supports the finding in the QTCM experiments that the surface drag mechanism is potentially very effective in forcing the barotropic response globally, especially in spreading the cross-equatorial barotropic signals.

5. Summary and discussion

We have investigated the mechanisms that control the interhemispheric teleconnections from tropical heat sources. Our approach is based on the analysis of the
response to idealized distributions of tropical heating sources in experiments in QTCM and in a single steady-state, damped, linear stationary wave model. We concentrated primarily on the Atlantic warm pool region to describe the heating because it has been identified as significant in setting up interhemispheric influence in previous studies (e.g., Wang et al. 2010). The direct baroclinic response to this tropical heating is approximately a Matsuno–Gill-type response (Matsuno 1966; Gill 1980), which is equatorially trapped. The teleconnections to mid- and high latitudes are dominated by the barotropic mode. The baroclinic-to-barotropic pathway is complex, involving the basic-state shear with all its spatial dependence, as well as the basic-state vertical velocity and surface drag. In the absence of basic-state shear and vertical velocity and of surface drag, baroclinic and barotropic components are decoupled. This makes the recent literature examining the role of these interaction terms as a driver for barotropic motions from heat-forced baroclinic motions (e.g., Neelin and Zeng 2000; Majda and Biello 2003; Lee et al. 2009) appear very different from the earlier literature that assumed upper-level divergence and related terms could be viewed as a driver (e.g., Sardeshmukh and Hoskins 1988; Held and Kang 1987), often summarized as a vorticity source term (the Rossby wave source) for a single-level barotropic equation. Here, we diagnose the interaction terms as a consistent vorticity source for the barotropic mode in a primitive equation model that has an explicit vertical mode decomposition. In addition to explicit computation of the interaction terms as in earlier theoretical studies, the study retains a complex three-dimensional basic state and moist processes for a quantitative examination.

The interaction-term framework results in some very substantial differences in the way one views the teleconnections generated by anomalous heating. First, it should be noted that upper-level divergence in the baroclinic mode does not necessarily drive a response in the barotropic mode, as is commonly assumed, unless appropriate conditions such as basic-state shear occur in the regions of descent. Furthermore, for interhemispheric teleconnections or tropical-to-midlatitude teleconnections, the first leg of the teleconnection occurs in the baroclinic mode. Equatorially trapped baroclinic waves can be responsible for most of the propagation within regions where low-frequency barotropic modes are evanescent, including across the equator. Diagnosis of interaction terms as a forcing in the barotropic equation in the QTCM then allows us to identify the relative importance of each mechanism in exciting the barotropic mode: the shear advection mechanism, the surface drag mechanism, and the vertical advection mechanism. In these results, the Rossby wave source in the barotropic equation due to shear advection roughly coincides with the baroclinic signal in the tropics and subtropics, and thus can be effective in contributing to the Southern Hemisphere response to an Atlantic warm pool heat source. The barotropic Rossby wave source due to surface drag is more broadly spatially spread, essentially reflecting the contribution of the baroclinic mode to low-level wind, and has large enough magnitude to provide a substantial forcing mechanism for interhemispheric teleconnections. Last, the barotropic Rossby wave source due to vertical advection is significant in locations where the climatological vertical velocity and vertical shear are both large. These mechanisms were further examined by modifying the simple model to include the surface drag and vertical advection one by one, and by comparing their effects with the shear advection mechanism. The results from the simple model provide support to the interpretation of QTCM results.

The QTCM results also allowed for an assessment of effects that moist feedbacks can have in such interhemispheric teleconnections. Moist processes strengthen the initial heating locally. In the Atlantic warm pool experiment, the region of anomalous heating is extended westward by the induced precipitation anomalies in the eastern Pacific ITCZ region. This amplifies the original teleconnection response, as shown by an experiment in which these anomalies are applied separately. Such an effect depends on the regional basic state: it does not occur for a similar initial anomaly applied in the central Pacific. Additional moist feedbacks can occur remotely. In the Atlantic warm pool experiment, induced precipitation anomalies are obtained in both the equatorial western Pacific and the subtropical eastern Pacific. The latter contribute to the vertical advection forcing of barotropic motions in the Southern Hemisphere. The total moist feedback on the teleconnection process is thus able to alter significantly the teleconnection response to tropical heating.
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APPENDIX

QTCM Equations

QTCM is a nonlinear tropical circulation model that makes use of constraints from a particular QE convective scheme, the Betts–Miller scheme, but does not assume that convective QE has to hold. To achieve this, temperature, velocity, and moisture are expanded in
terms of a truncated series of basis functions in the vertical:

\[
T = T_r(p) + \sum_{k=1}^{K} a_k(p)T_k(x,y,t), \quad (A1)
\]

\[
v = \sum_{k=0}^{L} V_k(p)v_k(x,y,t), \quad (A2)
\]

\[
q = q_r(p) + \sum_{k=1}^{K} b_k(p)q_k(x,y,t). \quad (A3)
\]

The model simply takes analytical solutions that hold approximately under QE conditions and employs them as leading basis functions to represent the vertical structure of the flow.

For the standard version of QTCM1, a single deep convective mode is retained in the vertical thermodynamic structure \(T = T_r(p) + a_1(p)T_1(x,y,t)\) with two components \([\text{barotropic } V_0(p) \text{ and baroclinic } V_1(p)]\) in the vertical structure of velocity. Discretization of the moisture equation is largely independent. The model simply chooses a truncation for the moisture equation to have a similar level of complexity as for the temperature equation.

Using \(V_0\) and \(V_1\) as the basis functions, the momentum equations are projected onto these (i.e., taking the inner product of the momentum equation with \(V_0\) and \(V_1\), respectively) to obtain the prognostic equations for barotropic wind component and baroclinic wind component:

\[
\partial_t \xi_0 + \nabla \cdot [D_{V_0}(v_0 \cdot v_1)] + \beta v_0 = -\nabla \cdot (\varepsilon_0 v_0) - \nabla \cdot (\varepsilon_{10} v_1) \quad \text{and} \quad (A4)
\]

\[
\partial_t v_1 + D_{V_1}(v_0 \cdot v_1) + f k \times v_1 = -\kappa \nabla T_1 - \varepsilon_1 v_1 - \varepsilon_{01} v_0, \quad (A5)
\]

where \(\kappa\) is the ratio of the gas constant for air over the heat capacity at constant pressure, and the advection–diffusion operators are given by

\[
D_{V_0}(v_0 \cdot v_1) = v_0 \cdot \nabla v_0 + (V_1^2) v_1 \cdot \nabla v_1 + (V_1^2) (\nabla \cdot v_1) v_1 - K_H \nabla^2 v_0 \quad \text{and} \quad (A6)
\]

\[
D_{V_1}(v_0 \cdot v_1) = v_0 \cdot \nabla v_1 + (V_1^2) v_1 \cdot \nabla v_1 + v_1 \cdot \nabla v_0 - ((V_1^2) \Omega_1 \rho V_1)/(V_1^2)(\nabla \cdot v_1) v_1 - K_H \nabla^2 v_1. \quad (A7)
\]

Vertical averages over the troposphere are defined as

\[
\tilde{X} = \langle X \rangle = p^{-1} \int_{p_i}^{p_T} X dp, \quad (A8)
\]

and \(\Omega_1(p)\) represents the vertical structure of vertical velocity from the baroclinic wind. Because vertical velocity is diagnostic in the primitive equations, solving the continuity equation gives

\[
\omega_i(x,y,p,t) = -\Omega_1(p) \nabla \cdot v_i(x,y,t) \quad \text{and} \quad (A9)
\]

Two of the terms arising from vertical transfer of momentum to surface stress by parameterized subgrid-scale turbulence in the barotropic equation are defined as

\[
e_0 = (g/p_T)h_a C_D V_s \quad \text{and} \quad (A11)
\]

\[
e_{10} = (V_1^2)e_{01} = (g/p_T)h_a C_D V_s V_1, \quad (A12)
\]

where \(V_s\) is calculated as \(\sqrt{u_s^2 + v_s^2 + V_{ss}^2}\) and \(V_1\), is the value of the baroclinic basis function \(V_1\) at surface. The surface drag coefficient \(C_D\) changes according to land surface type. The signs of \(e_0\) and \(e_{10}\) are set as opposite in the model in order for the two surface drag terms to have the same form.

Vertically integrating the temperature and moisture equations from the standard nonlinear primitive equations, with vertical velocity and velocity truncated at \(V_1\) yields

\[
\partial_t (\partial_i + D_{T_1}) T_1 + M_{S_1} \nabla \cdot v_1

= \langle Q_{c} \rangle + (g/p_T)(-R_i - R_i^l + R_i^s + S_l - S_s + H) \quad \text{and} \quad (A13)
\]

\[
\hat{b}_i (\partial_i + D_{q_1}) q_1 + M_{q_1} \nabla \cdot v_1 = \langle Q_{q} \rangle + (g/p_T)E, \quad (A14)
\]

where the advection–diffusion operators are

\[
D_{T_1} = v_0 \cdot \nabla + \hat{a}_i^{-1} \langle a_i V_1 \rangle v_1 \cdot \nabla - K_H \nabla^2 \quad \text{and} \quad (A15)
\]

\[
D_{q_1} = v_0 \cdot \nabla + \hat{b}_i^{-1} (b_i V_1) v_1 \cdot \nabla - K_H \nabla^2, \quad \text{respectively,} \quad (A16)
\]

and the dry static stability \(M_{S_1}\) and the gross moisture stratification \(M_{q_1}\) are given by
\[ M_{S_1} = p_T^{-1} \int_{p_r}^{P} \Omega_1 (-\partial_p s) \, dp \quad \text{and} \]
\[ M_{q_1} = p_T^{-1} \int_{p_r}^{P} \Omega_1 (-\partial_p q) \, dp, \]
respectively.

where \( s = T + \phi \) is the dry static energy, with \( \phi \) being the geopotential. The moist convective parameterization projects the Betts–Miller scheme onto the basis functions of temperature and moisture, resulting in

\[ \langle Q_\varepsilon \rangle = -\langle Q_{q_1} \rangle = \varepsilon_{q_1} (q_1 - T_1), \]

where \( \varepsilon_{q_1} = \hat{a}_1 \hat{b}_1 (a_1 + \hat{b}_1)^{-1} \varepsilon_{q_1} \) and \( \tau_c = \varepsilon_{q_1}^{-1} \mathcal{H}(C_1) \), with \( \tau_c \) being the convective adjustment time, \( \mathcal{H}(C_1) \) a Heaviside function that represents the dependence of convection on conditional instability in the column, and \( C_1 \) a measure of CAPE for this model. Detailed treatment and parameterization of other terms on the rhs of the temperature and moisture equations can be found in Neelin and Zeng (2000), including sensible heat \( H \), evaporation \( E \), and longwave and shortwave fluxes at top of atmosphere and surface, \( R_\Omega, R_o, S_o \), and \( S_v \), respectively.
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