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[1] This study aims at evaluating effects of the mesoscale variability on the expected
accuracy of reconstruction of temperature, salinity, and velocities from the Argo
measurements and trajectories. For this purpose, an idealized observing system with
profiling floats is simulated in a high‐resolution ocean model of the North Atlantic set up
to produce annual mean hydrography and circulation. The simulations with and without
mesoscale variability are compared, and the effects of the time mean and mesoscale
eddy–induced advection are effectively separated and investigated. The results demonstrate
several effects of mesoscale eddies on the expected accuracy of the Argo‐based
reconstructions of temperature, salinity, and horizontal velocities. In most of the domain,
the eddies help to achieve uniform spatial coverage. The effects of eddy advection on
reconstruction errors are, however, complex but moderate in most of the domain.
High‐frequency variability in temperature and salinity leads to enhancement of
reconstruction errors, especially if the sampling is carried out for only a few years.
The reconstruction of horizontal velocities from trajectories of the profiling floats is
capable of detecting multiple zonal jets which have been observed already. The
reconstruction of the meridional velocities is significantly less reliable, primarily due
to a small signal‐to‐noise ratio in the in the interior of domain.
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1. Introduction

[2] The Argo array has been brought up to the full
strength and is now providing the oceanographic commu-
nity with reliable three‐dimensional global measurements of
the ocean temperature and salinity. The oceanic variables
reconstructed from these unique data are now being widely
used in many studies that describe the current oceanic
conditions and aim at detecting and analyzing changes of
these conditions. The importance of these studies calls for an
assessment of the accuracy of the reconstructions of the
ocean state based on the Argo data. In this regard, obser-
vation system simulation experiments, or OSSEs [Arnold
and Dey, 1986], can provide valuable information on the
expected accuracy of such reconstructions. The technique
has been used for the analysis of different ocean observing
systems in ocean models of varying complexity [e.g.,
Kindle, 1986; Barth and Wunsch, 1990; Bennett, 1990;
Hernandez et al., 1995; Hackert et al., 1998; Schiller et al.,
2004; Ballabrera‐Poy et al., 2007; Vecchi and Harrison,

2007; Griffa et al., 2006]. In an OSSE, the actual model‐
simulated values of temperature and salinity are known
precisely and can be readily compared to the reconstructed
fields from the subsampled data set. The difference, the
“reconstruction errors,” can be calculated and analyzed,
together with the factors that affect the size and spatial
distribution of the errors.
[3] Kamenkovich et al. [2009a] utilized a global coarse‐

resolution model and demonstrated that reconstruction
errors can be large in regions with strong advection, such as
the Gulf Stream and the Antarctic Circumpolar Current. The
errors were particularly significant in the magnitude of year‐
to‐year variability. The adverse effect of the mean oceanic
advection on the expected accuracy of the Argo‐based
reconstructions was further demonstrated by the overall
reduction in the reconstruction errors in the simulation in
which the Argo floats were not allowed to move. The
importance of advection in Kamenkovich et al.’s [2009a]
study, however, was most likely underestimated given the
coarse resolution of the model, and the resulting weakness
of the currents.
[4] Movements of floats by intense oceanic currents affect

the accuracy of reconstruction in a number of ways. Strong
mean currents, such as the Gulf Stream and North Atlantic
Current, will significantly displace Argo floats during the
10 day sampling interval. As demonstrated by Kamenkovich
et al. [2009a], this displacement can complicate recon-
struction of the time‐dependent oceanic state and even lead
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to gaps in the spatial sampling coverage. Advection by
mesoscale eddies, which have velocities that often greatly
exceed the velocity of the time mean circulation, can change
spatial distribution of floats even more significantly. The
overall spatial coverage can be expected to become more
uniform, which can improve reconstruction accuracy
[Kamenkovich et al., 2009a], but local effects can be more
complicated. Finally, mesoscale variability in temperature
and salinity results in strong background noise in the sam-
pled profiles, which can lead to biases in the reconstructed
fields, especially if only a small number of profiles are
available. For example, it is well known that the standard
error in a sample average of a random variable is expected to
be �=n1=2 , where s is the standard deviation in the variable and
n is the number of samples [e.g., Leith, 1973].
[5] The objective of this study is to analyze the mentioned

effects of mesoscale variability on Argo‐based reconstruc-
tions in an idealized, but relevant to the real ocean, setting.
The study employs a suite of idealized OSSEs carefully
designed to achieve this objective. These OSSEs are carried
out in a North Atlantic model forced with the annual mean
atmospheric forcing. The motivation behind the use of such
idealized forcing is that it permits a straightforward isolation
of the effects of mesoscale variability in the simulated fields
and attribution of a part of reconstruction errors to these
effects. The obvious limitation is that we can only investi-
gate reconstruction errors of the annual mean state of the
modeled ocean; however, it is an important step toward
understanding the effects of mesoscale variability on the
ability of profiling arrays to capture both the mean and
temporal variability of ocean states. The article is organized
as follows. The high‐resolution general circulation model
(GCM) is described in section 2 which also describes the
sensitivity simulations. The results are presented in section 3
followed by the conclusions in section 4.

2. Numerical Model and Simulations

[6] The high‐resolution numerical model used here has a
spatial resolution of 1/8° in both latitudinal and longitudinal
directions, which permits mesoscale eddies. The model
parameters, forcing fields and simulated ocean state are all
described by Kamenkovich et al. [2009b] and Booth and
Kamenkovich [2008]. Here, we present only a brief descrip-
tion of the model.
[7] The numerical model is based on the GFDL MOM 3.0

code [Pacanowski and Griffies, 1999], which solves the
equations of motion on fixed geopotential surfaces. The
model domain extends from 14°N to 60°N and from 70°W
to 10°W. The depth of the ocean is limited to 3000 m, and
there are 30 vertical levels with thicknesses increasing away
from the surface. Model topography is estimated from the
1° × 1° Scripps data set, which helps to accelerate conver-
gence of the solution; see Booth and Kamenkovich [2008]
for details.
[8] The model is set up in a way to produce the annual

mean hydrography and circulation, which greatly simplifies
the definition of eddies and analysis of their effects. The
surface heat and freshwater fluxes have a form of restoring
to the annual mean climatological values of the sea sur-
face temperature and salinity, both derived from the high‐
resolution (1/4°) version 2 of the World Ocean Atlas 2005

[Boyer et al., 2005]. The restoring time scales for temper-
ature and salinity are 60 and 180 days (for a 50 m top layer),
respectively. The annual mean zonal and meridional com-
ponents of the surface wind stress are derived from the
NCEP 1979–2001 reanalysis. The model solves for the
explicit free surface evolution. Sponge boundaries, where
the temperature and salinity are restored to the annual mean
climatology with the time scale of 180 days, are employed at
the northern and southern boundaries of the domain in order
to mimic buoyancy exchanges with the ocean outside the
model domain. Solid insulating walls are placed at the
eastern and western boundaries and no‐slip boundary con-
ditions are used.
[9] Most of horizontal mixing of momentum, temperature

and salinity is done by explicitly simulated mesoscale
eddies. Small horizontal viscosity and diffusion is retained
in the model in order to represent submesoscale mixing
processes and for the sake of numerical stability–biharmonic
horizontal viscosity and diffusivity are 1011 m4 s−1 and
1010 m4 s−1, respectively; see also Smith et al. [2000] who use
similar values. Vertical diffusion is kept to a realistically low
value for the ocean far above rough topography, 10−5 m2 s−1

[Ledwell et al., 1993].
[10] The simulation of the annual mean stratification and

circulation is discussed in detail by Kamenkovich et al.
[2009b] and is only briefly summarized here. The pycno-
cline is somewhat shallower than the observed one, which is
explained by the limited meridional extent of our domain.
The simulated Gulf Stream has a realistic width of
approximately 100 km, and it separates from the coast at
around 35°N. The path of the eastward Gulf Stream exten-
sion is very unsteady and a part of the Gulf Stream quickly
turns north and does not turn east until it reaches 40°N. All
these problems are typical of many ocean models, even
more comprehensive ones than ours [e.g., Nakamura and
Chao, 2000]. The Labrador Current in the model is, how-
ever, concentrated and coherent. With the exception of the
upper 200 m, the simulated time mean flow is dominated by
multiple zonal jets, which have been detected in altimeter
data [Maximenko et al., 2005; Huang et al., 2007]; float
measurements [Hogg and Owens, 1999; Treguier et al.,
2003]; and eddy‐resolving GCMs [Galperin et al., 2004;
Nakano and Hasumi, 2005; Richards et al., 2006].
[11] The simulated eddy field exhibits a reasonable level

of variance. The standard deviation of the sea surface height
anomaly is shown in Figure 1b; the average values are
comparable to the ones estimated from the AVISO satellite
data (Figure 1a). The model, however, tends to underesti-
mate the variance in the sea surface height in some parts of
the domain, most likely due to the lack of synoptic com-
ponent in the atmospheric forcing. Most notable differences
are observed in the vicinity of the Gulf Stream extension,
western part of the subpolar region (west of 40°W) and
northeastern part of the subtropical region (east of 40°W).
[12] The Argo trajectories are calculated based on the

daily snapshots of velocities, diagnosed from a 9 year run of
the GCM. The simulations are run for 3240 days (9 years
with 360 days each). The simulated Argo‐like array of
243 floats is initially distributed uniformly in the model
domain. All the floats are deployed on the same day and the
number of floats remains constant throughout the experi-
ment. In the “STANDARD” simulation, the floats are
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advected by the GCM‐simulated velocities at 1500 m
depth, when they are not at the surface and when the
ocean is deep enough. The floats surface every 10 days,
while taking an instantaneous vertical profile during their
ascent, spend 8 h at the surface, where they are advected
by the surface currents and then return to the 1500 m
“parking” depth level. The ascent and descent are
instantaneous, and the path is purely vertical, unlike in the
real‐life floats, which can be horizontally displaced during
their ascent/descent. These displacements, together with
errors in determining surfacing positions, introduce
uncertainties in the locations and the profiles of the real‐
life Argo floats. Again, these uncertainties are beyond the
scope of this study. The floats that enter a region shal-
lower than 1500 m continue to take profiles in the model,
whereas in reality some of such floats are damaged and
are unable to continue the transmission of data. Between
the profiles, such floats are advected by the deepest
velocities at this location in this model. Note also that
these idealized simulations do not attempt to account for
the actual launch times and locations, differences in float
design, instrumental errors, varying drift and profiling
depths, and varying surface times.
[13] In addition to the STANDARD simulation, two

sensitivity simulations aimed at isolating the effects of
mesoscale eddy variability are performed. The velocities
and temperature/salinity fields are modified in these simu-
lations. As discussed in the Introduction, the mesoscale
variability is expected to affect the reconstruction errors in
two major ways: through rapid time‐varying advection of
the floats and through mesoscale variability in the sampled
temperature and salinity fields. The sensitivity simulations
are aimed at separating these two effects of eddies, which

are defined here as deviations from the 9 year time mean.
Note that such a most straightforward definition is only
possible in an idealized model without an annual cycle
and interannual variability. In the sensitivity simulation
“MEAN_ADV” the Argo floats are advected by time mean
velocities through the time‐varying hydrographic field. In the
simulation “MEAN” the eddy effects on both the velocity
field and hydrography are removed by using the time‐
averaged fields. Comparisons between the STANDARD
simulation and these two sensitivity simulations allow
the separation of the two effects eddies have on the
reconstructed fields.

3. Results

[14] Reconstructed fields of temperature, salinity, and
zonal and meridional velocities are analyzed in this section.
For the reconstruction of temperature and salinity, the
results from the pseudo measurements are objectively ana-
lyzed by using the objective analysis (OA) scheme of
Mariano and Brown [1992]. Gridded 1 × 1° maps are
produced at each 10 day sampling. A Gaussian correlation
function with the e‐folding scale of 3° in both latitude and
longitude is assumed. The relative errors of the OA are
defined as the ratios of estimated errors (variance of the
estimator) over true data variance. In our analysis, all
mapped data with relative errors larger than 0.85 are dis-
carded and the data points flagged as “bad.” The results are
discussed in section 3.2, following the discussion of the
float distribution in section 3.1.
[15] Surface and 1500 m zonal and meridional velocities

are estimated from the difference in the float positions
between the end and the beginning of their 8 h stay at the

Figure 1. Eddies in the model and observations. Shown is the standard deviation of the sea surface
height anomaly as calculated from (a) the 1992–2010 AVISO data set with climatological annual cycle
removed (courtesy of Erik van Sebille) and (b) the 9 year simulation by the model used in this study.
Units are given in cm; 10 cm contour is shown in black. Model topography is shown in black.
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surface and the 232 h stay at the depth of 1500 m. Deep
velocity values for floats that entered a shallow region are
not used in the analysis. One of our main objectives is to
determine how accurately a detailed structure in the hori-
zontal velocity in general, and multiple zonal jets in partic-
ular, can be reproduced by the Argo‐based reconstructions.
For this reason, the resulting velocities are spatially aver-
aged within 1° × 1° boxes and no coarse‐grained spatial
smoothing is done; coarser resolutions, however, are also
analyzed in section 3.3. We found the averaging to lead to a
good spatial resolution of oceanic fronts and to allow
detection of the multiple zonal jets (see section 3.3). In
calculating estimates of the time mean velocities, grid points
with fewer than 5 points in time are excluded from the
resulting velocity maps.

3.1. Distribution of Floats

[16] The spatial coverage changes significantly with time,
due to the movements of the floats. As a result the coverage,

initially nearly uniform, becomes nonuniform. Figure 2
illustrates these changes in the simulations, by showing
the percentage of 10 day snapshots that produced valid OA
values at each 1° × 1° cell with respect to the entire 9 year
simulation. Excluded values at any time correspond to gaps
in coverage and result in smaller values in Figure 2.
Changes in the float distribution can be expected to be
caused by both time mean and eddy advection, and will
have an impact on the accuracy of the reconstruction of
oceanic fields. The STANDARD and MEAN_ADV simu-
lation help to investigate how important these two effects
are.
[17] In both simulations most of the domain has a good

spatial coverage with valid OA values at least half of the
time (contour line in Figure 2). Areas with very poor cov-
erage are, however, also clearly visible. They are located, for
example, in the southernmost and northernmost parts of the
domain, where during their stay at the surface, the floats are
advected toward the center of the domain by Ekman

Figure 2. Sampling coverage by the simulated Argo array. Shown is the percentage of valid OA values
(error less than 0.85) at each grid point at 1000 m depth during the 9 year lifespan of the simulated Argo
system for (a) the STANDARD simulation and (b) the MEAN_ADV simulation. The contour represents
50% value. Land areas are shaded black. Also shown are the subtropical and subpolar gyre regions used
for the analysis.
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velocities. These factors lead to the eventual absence of
floats in the vicinity of these boundaries. Therefore, these
regions are not included in the analysis. Other areas with
poor coverage are located north of the Gulf Stream (around
40°N), west of the North Atlantic Ridge, over the western
part of the subpolar gyre, and in the region 45°N–55°N
30°W–20°W.

[18] Despite these similarities, the spatial distribution of
the sampling coverage is substantially different between the
two simulations. In particular, the gaps in coverage increase
substantially in both the subtropical and subpolar gyres if no
eddies are present (Figure 2b). Therefore it is clear, that the
eddies act to produce more uniform spatial coverage in these
regions. In particular, the western boundary region north of

Figure 3. Time dependence in spatial coverage. The percentage of valid OA values as a function of time
(years) at each 10 day sampling time step in the (a) subtropical and (b) subpolar box regions. The solid
lines show the results for the STANDARD simulation, and the dashed lines show the results for the
MEAN_ADV simulation.

Figure 4. Reconstruction errors for (a and c) temperature (units are in °) and (b and d) salinity (units are
given in psu) in the STANDARD simulation. Figures 4a and 4b show the surface values; Figures 4c
and 4d display values averaged over the top 1000 m. The contour interval for temperature is 0.05 K; and
the contour interval for salinity is 0.005 psu. The contour lines show the ±0.1 K line for temperature and
±0.01 psu for salinity. Also shown are the subtropical and subpolar gyre regions used for the analysis.
Topography is shown at the surface for Figures 4a and 4b and at 1000 m depth for Figures 4c and 4d. Areas
with insufficient coverage are left blank.
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35°N, the region around the North Atlantic Ridge, and the
interior of the subpolar gyre all exhibit noticeably better
spatial coverage in the STANDARD simulation. The south-
ern part of the Labrador Current (south of 55°N) and its
eastward extension, in contrast, both have a significantly
improved coverage in MEAN_ADV, which can be explained
by the absence of the eddy‐driven dispersion of the floats
in this simulation. This is consistent with Booth and
Kamenkovich [2008], who concluded that eddies tend to
remove passive tracers from this current.
[19] To analyze the changes in the coverage over time in

more detail, we choose two regions (shown in Figure 2): one
with slowly increasing and one with decreasing average
coverage. Note that these changes in the average coverage
can only be due to the floats leaving/entering these regions,
as the total number of floats in the entire domain is constant
in these idealized simulations. In the first region, located in
the subtropical gyre (“subtropical box”), the number of
floats increases from 46 to 59 in the STANDARD simula-
tion, and to 68 in the MEAN_ADV simulation (not shown).
Mean advection, therefore, brings more floats to this region,
whereas the eddy field acts to remove them. This noticeable
increase in the number of floats in time is, however,
accompanied by developing gaps in coverage, and the net
result in the subtropical box is a very modest increase in the
percentage of valid OA points. The annual mean ratio

between the number of valid OA values to the total number
of OA values increases from 80.5% to 86.5% (86%) for the
STANDARD (MEAN_ADV) simulations, and there is no
significant trend (Figure 3a). Higher variability in this ratio
in the STANDARD simulation also suggests that the eddies
cause a noticeable portion of the variability in the coverage.
[20] In the second region, located in the subpolar gyre

(“subpolar box”), the coverage steadily deteriorates with time.
The total annual mean number of floats steadily decreases
from 30 to 24 (23) in the STANDARD (MEAN_ADV)
simulations over the 9 years, due to more floats leaving than
entering this region. The decrease in the number of floats,
combined with the developing gaps in coverage, results in a
noticeable downward trend in the percentage of valid OA
values that corresponds to a decrease by from 70% to 50%
(71% to 49%) in the STANDARD (MEAN_ADV) simula-
tions (Figure 3b). The decreasing spatial coverage in the
subpolar region is clearly a result of the mean advection, and
the effects of eddies are nearly negligible. Variability range
in the detrended values in Figure 3b is very similar between
the two simulations.

3.2. Temperature and Salinity

[21] Reconstruction errors are defined here as the differ-
ence between the reconstructed fields and the actual model
simulated values. To make this definition of reconstruction

Figure 5. Effects of the mesoscale variability on the reconstruction errors in the temperature and salinity
averaged over the upper 1000 m. The differences between the absolute values of the reconstruction errors
between the STANDARD and MEAN_ADV simulation for (a) temperature and (b) salinity and the dif-
ferences between the absolute values of the reconstruction errors between the MEAN_ADV and MEAN
simulations for (c) temperature and (d) salinity are shown. The contour interval for temperature is 0.05 K;
and the contour interval for salinity is 0.005 psu. The contour lines show the ±0.1 K line for temperature
and ±0.01 psu for salinity. Also shown are the subtropical and subpolar gyre regions used for the analysis.
Topography is shown at 1000 m depth. Areas with insufficient coverage are left blank.

KAMENKOVICH ET AL.: SIMULATION OF THE ARGO ARRAY C06003C06003

6 of 14



errors most meaningful, the model‐simulated data are
averaged within 1° × 1° bins and smoothed by the Guasian
filter with the 3° e‐folding scale in both latitude and lon-
gitude. Both the differences of the surface values and the
values averaged over the upper 1000 m are analyzed herein.
Due to the absence of the seasonal cycle in the idealized
GCM used for this study, we restrict our analysis to the
9 year climatological means in all fields. Only valid OA
values are used for calculating the climatology derived from
the simulated float profiles.
[22] The reconstruction errors in the climatology of

temperature and salinity are shown in Figure 4 for the
STANDARD simulation, for both the surface and the depth‐
averaged values (over the upper 1000 m). In most of the
subtropical gyre, the reconstruction errors are small and do
not exceed 0.1 K for temperature both at the surface and in
the depth average. Depth‐averaged salinity biases in the
subtropical gyre are typically less than 0.01 psu. The
reconstruction errors are larger at the surface, but typically
smaller than 0.02 psu. In the subpolar region, the recon-
struction errors are noticeably larger than in the subtropical
region. Surface temperatures exhibit significant positive
biases in the interior of the subpolar gyre, which can be as
high as 0.25 K. Reconstruction errors in the depth‐averaged
temperatures are smaller than at the surface, but even they
exceed 0.2 K in some parts of the subpolar gyre. Surface
salinities exhibit a very large (greater than 0.05 psu) positive
bias along the eastward extension of the Labrador Current,
where it becomes a part of the North Atlantic Current in the
model, and the negative bias immediately south from it.

These biases in the Labrador Current extension can be
explained by the difficulty of the sparse coverage per design
(one float every 3° × 3° initially) to resolve local minima
and strong gradients in temperature and salinity, resulting
from the advection of relatively cold and fresh subpolar
waters by the Labrador Current. Note that the reconstruction
errors would be significantly larger, if they were calculated
from the actual, unsmoothed model fields. The reconstruc-
tion errors are further enhanced by the poor coverage in this
region (Figure 2a) and can also be influenced by mesoscale
eddies, whose effects are analyzed next.
[23] When the effects of eddy advection on float trajec-

tories are removed in theMEAN_ADVsimulation, the resulting
changes in the reconstruction errors are complex (Figure 5).
Careful analysis of Figures 2, 4, and 5 demonstrates that the
sampling coverage alone cannot explain the difference in
reconstruction errors between the two simulations. As dis-
cussed in section 3.1, spatial sampling density becomes less
evenly distributed in the absence of mesoscale eddies in most
of the domain. As a result, gaps in the coverage are larger in
the MEAN_ADV when compared to the STANDARD
simulation, which corresponds to the increased reconstruc-
tion errors in several parts of the domain, including 28°N,
30°–40°W or 35°N, 55°W. On the other hand, the western
boundary region 25°N–32°N exhibits improved coverage
and smaller reconstruction errors in MEAN_ADV, relative
to the STANDARD simulation (positive values in Figure 5).
[24] In other parts of the domain, the difference between

the STANDARD and MEAN_ADV simulations cannot be
explained by the difference in the sampling coverage. Most

Figure 6. RMS reconstruction errors for the time mean (a and c) temperature and (b and d) salinity, aver-
aged over 1000 m, as a function of the averaging period in years. The values are shown for the subtropical
(Figures 6a and 6b) and the subpolar (Figures 6c and 6d) regions.
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notably, the reconstruction errors are significantly smaller in
the absence of eddies near 50°N, 25°W which can be seen as
a positive difference between the errors of the STANDARD
and MEAN_ADV cases (Figure 5a), in contrast with the
coverage gap in MEAN_ADV. Within the Labrador Current
(around 50°N), the reconstruction errors are larger in
the absence of mesoscale eddies, which is reflected in a
negative difference of the errors from the STANDARD
and MEAN_ADV simulations. This area, however, has
better sampling coverage in the MEAN_ADV simulation
(Figure 2).
[25] The spatial correlation between the difference in

the spatial coverage in STANDARD and MEAN_ADV
(between the fields in Figures 2a and 2b) and the corre-
sponding difference in reconstruction errors (Figure 5a) is
approximately −0.2 (negative correlation means that errors
decrease with better coverage). This relatively low correla-
tion is not as surprising as it appears. Low spatial coverage
corresponds to a large number of “bad” reconstructed
values, which are discarded at each 10 day snapshot.
However, a small number of values in the immediate
vicinity of the location can lead to more accurate recon-
struction than a large number of values farther away, espe-
cially if the temporal variability in this location is low. As
our analysis shows, this is the case, for example, in the
Labrador Current (around of 50°N, see also Figure 1b).
[26] The importance of the mesoscale variability of the

temperature and salinity field for the reconstruction errors is
addressed in the “MEAN” simulation, in which the floats

are advected by the time mean currents (as they are in
the MEAN_ADV simulation). In addition, the variability
is removed from the temperature and salinity fields. The
difference between the reconstruction errors for the
MEAN_ADVandMEAN simulations is, therefore, explained
by the presence of the mesoscale variability in the hydro-
graphic fields of the former simulation, as the float positions
are identical for these two simulations. Throughout most
of the domain the reconstruction errors in the MEAN sim-
ulation are smaller than in the MEAN_ADV simulation
(Figures 5c and 5d). Most notably, the reconstruction errors
at 28°N, 30°W–40°W are substantially reduced with the
removal of variability from temperature and salinity.
Therefore, the errors in this location in the MEAN simula-
tion become in fact similar to those in the STANDARD
simulation. Large reconstruction errors in this location in the
MEAN_ADV simulation are explained by low spatial cov-
erage (Figure 2b) combined with high mesoscale variability
(Figure 1b), which means that the removal of the variability
reduces the errors.
[27] In order to analyze the dependence of the recon-

struction accuracy on the lifetime of the simulated Argo
system, we computed the reconstruction errors for varying
durations of the sampling: from 1 to 9 years. These
dependencies are calculated in the two regions selected
above and for both the time mean temperature and salinity.
The reconstruction errors are shown as the square root of
the area‐averaged squared errors in the time mean depth‐
averaged fields (root mean square (RMS) error) in Figure 6.

Figure 7. GCM‐simulated time mean velocities: (a) zonal velocities at the surface, (b) meridional veloc-
ities at the surface, (c) zonal velocities at 1500 m depth, and (d) meridional velocities at 1500 m depth.
Box regions for zonal averaging are also shown. Units are given in 10−2 m s−1. Topography is shown at
the surface in Figures 7a and 7b and at the 1500 m depth in Figures 7c and 7d.
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[28] In the STANDARD simulation, the subtropical
region exhibits a gradual decrease in the reconstruction
errors with increasing averaging period, the RMS error is
more than halved from year 1 to year 9, both for temperature
and salinity (Figures 6a and 6b). In the subpolar region
(Figures 6c and 6d), the situation is more complicated due to
the gradual loss of sampling coverage caused by floats
leaving this region (Figure 3b). Initially, the reconstruction
errors decrease with time (Figures 6c and 6d), but for the
averaging period longer than 3 years, the reduction in the
RMS error slows down. These results agree well with
the fact that the coverage does not change significantly in
the first about 3 years (Figure 3b). As a result, the subpolar
RMS error for the 9 year duration of the STANDARD
simulation significantly exceeds the subtropical RMS error
by almost a factor of 3 for temperature and by almost a
factor of 2 for salinity.
[29] Although in both regions the RMS errors decrease

steadily with time in the MEAN_ADV simulation, the
effects of the mesoscale eddy advection vary between the
two regions. In the subtropical region, the RMS errors in
the MEAN_ADV simulation always exceed the RMS errors
in the STANDARD simulation, which is due to the gaps in
coverage that develop in the MEAN_ADV case. In con-
trast to this, in the subpolar region, the RMS error in
MEAN_ADV is smaller than in the STANDARD case for
temperature, for periods longer than 4 years.

[30] The RMS error in the MEAN simulation starts at a
lower value and changes very little with the increasing
duration of the Argo observations. As a result, the adverse
effects of the mesoscale variability in temperature and
salinity on the reconstruction accuracy, estimated by the
difference between MEAN_ADV and MEAN values of the
RMS error, are the strongest for shorter duration of the Argo
observations. In particular, the RMS error in the subtropical
region in the MEAN_ADV simulation is more than twice as
large as in the MEAN simulation for the first 4 years, which
is due to the presence of the mesoscale variability in
temperature/salinity in the former case.
[31] The standard error of a true random variable is

expected to decrease with the number of sampling n as n−1/2;
see Introduction. We describe the decrease rate by 1=na ,
where the parameter a can be estimated by

a ¼ � log
� Tð Þ
� 1ð Þ

� �
logTð Þ�1; ð1Þ

where s(T) is the RMS error as a function of the duration of
measurements in years T. For a true random variable the
parameter a is 0.5. Our analysis shows that the decrease in
the RMS error with the longer averaging period is notice-
ably slower, in the case of our simulated Argo array. For the
analysis, we calculate the parameter a for the values of T
from years 2 to 9, together with its time‐averaged value over

Figure 8. Time mean velocities reconstructed from the float trajectories in the STANDARD simulation:
(a) zonal velocities at the surface, (b) meridional velocities at the surface, (c) zonal velocities at 1500 m
depth, and (d) meridional velocities at 1500 m depth. Box regions for zonal averaging are also shown.
Units are given in 10−2 m s−1. Locations with fewer than five data points (over the 9 year period) are
masked (white). Topography is shown at the surface in Figures 8a and 8b and at the 1500 m depth in
Figures 8c and 8d.
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9 years and its deviation from this time mean value. When
the deviation is greater than the mean value itself, the
parameter a is assumed undefined. For the subtropical gyre
region, both temperature and salinity correspond to a mean
parameter a of 0.3–0.35 for both the STANDARD and
the MEAN_ADV simulations. In the subpolar region, the
mean parameter a is even smaller and equals to 0.2–0.25
in the MEAN_ADV simulation; it is undefined for the
STANDARD simulation. For the MEAN simulation the

parameter a, and thus the decrease rate, is undefined in both
regions.

3.3. Results: Horizontal Velocities

[32] Our main objective here is to determine how accu-
rately horizontal velocities can be estimated from Argo
trajectories. In particular, we are interested in the possibility
that such estimates can detect multiple zonal jets–flow
patterns recently discovered in satellite data and in com-

Figure 9. Argo‐based reconstruction of zonally averaged velocities. Velocities zonally averaged within
the two box regions (subtropical south of 42°N, subpolar north of 42°N): (a) zonal velocities at the sur-
face, (b) meridional velocities at the surface, (c) zonal velocities at 1500 m depth;, and (d) meridional
velocities at 1500 m depth. GCM values (thick solid line) and two reconstructions, STANDARD (thin
solid line) and MEAN_ADV (dashed line), are shown.
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prehensive high‐resolution ocean models [Galperin et al.,
2004; Maximenko et al., 2005].
[33] For a valid comparison with the trajectory‐based

velocity estimates, the high‐resolution GCM‐simulated
values are averaged within the same 1° × 1° boxes as the
trajectory‐based estimates (Figure 7). Alternating zonal jets
are most clearly seen in the deep zonal velocities in our
model (Figure 7c; see also Kamenkovich et al. [2009b] for
more detail), since the large‐scale mean currents are weaker
at this depth. At the surface, the powerful large‐scale gyre
circulation masks the jets (Figure 7a). In the model, the
characteristic width of these jets is 1.5–2°, and the peak
velocities exceed 0.05 m s−1. Note that the 1° × 1° spacing
allows only marginal resolution of the jets. Attempts to
achieve higher spatial resolution in the velocity recon-
struction (0.5° × 0.5°) are not presented here because they
led to very noisy fields and very large reconstruction errors.
[34] The banded patterns in the zonal velocities seen in the

trajectory‐based estimates are similar to the GCM‐simulated
currents, but noisier (Figures 7 and 8). At the surface,
eastward jets, masked by the eastward large‐scale currents,
can be seen as local maxima in zonal velocities between
25°N and 55°N, but most clearly pronounced north of
40°N. At the 1500 m depth of the floats, the zonal jets can
be detected in the reconstructed velocities everywhere south
of 55°N (Figure 8c). The Argo‐reconstructed velocities in
these jets are, however, highly spatially variable and tend to

be larger than the actual GCM values in the middle of the
subtropical gyre. North of 55°N, the coverage with floats is
not sufficient to result in valid velocity estimates.
[35] To illustrate the agreement between the zonal jet

structure from the GCM and the simulated floats, zonally
averaged zonal velocities are shown in Figures 9a and 9c for
GCM values (blue lines) and their Argo‐based reconstruc-
tions (green and red lines). The zonal boundaries for the
averaging are given by the extents of the subtropical
and subpolar boxes. Multiple minima and maxima in the
reconstructed and actual velocities, corresponding to the jets,
align very well at both the surface and at depth. The local
reconstruction errors (not shown), however, are noisy and can
be large. Stricter requirements on the minimum number of
data points act to reduce the errors at the expense of signifi-
cantly deteriorated spatial coverage.
[36] The reconstruction of the meridional velocities

appears to be less accurate than the reconstruction of
zonal velocities, especially north of 45°N at the surface
(Figure 9b). Small‐scale anomalies in the meridional veloc-
ities are not captured by the trajectory‐based estimates.
When compared with the signal, the errors are particularly
large at depth, where the reconstructed velocities are very
noisy and the actual velocities are very weak. Large‐scale
meridional currents at the surface are, however, represented
reasonably well in the subtropical gyre, which is illustrated
by the zonally averaged meridional velocities (Figures 9b

Figure 10. Time mean velocities reconstructed from the simulated float trajectories in the MEAN_ADV
simulation: (a) zonal velocities at the surface, (b) meridional velocities at the surface, (c) zonal velocities
at 1500 m depth, and (d) meridional velocities at 1500 m depth. Box regions for zonal averaging are also
shown. Units are given in 10−2 m s−1. Locations with fewer than five data points (over the 9 year period)
are masked (white). Topography is shown at the surface in Figures 10a and 10b and at the 1500 m depth
in Figures 10c and 10d.
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and 9d). This result suggests that, in the gyre interior, it is
possible to reconstruct the zonally integrated surface
meridional volume (and possibly heat) fluxes, but not the
detailed structure in the meridional velocities. At depth, the
reconstruction of the meridional velocities appears to be
largely unreliable at this resolution, mostly because the
absolute velocities are so small.
[37] A large part of the errors in reconstruction of the

velocities is caused by eddy advection. In the absence of
the mesoscale eddies in the MEAN_ADV simulation, the
accuracy of the velocity estimates is significantly improved
at most locations, but the data coverage deteriorates at the
same time (Figure 10). In fact, valid surface velocity esti-
mates are not available in approximately 30% of grid points
(up from 9% in STANDARD). The reconstruction of
the zonally averaged (within the box regions) velocities
improves dramatically in the subtropical gyre, but signifi-
cant errors persist in the southern half of the subpolar gyre
(Figures 9a and 9c). These errors are, however, mostly
caused by the increased spatial gaps in the velocity esti-
mates in the MEAN_ADV simulation. This is true, for
example, near 49°N, where the reconstruction errors in the
MEAN_ADV simulation are larger than in the STANDARD
simulation. The reconstruction of the zonal mean of the
meridional velocities at the surface is markedly improved in
MEAN_ADV relative to the STANDARD simulation, due
to the absence of eddies in the former case.

[38] Reconstruction errors decrease with the increased
data coverage and with coarser resolution. This can be seen
in Figure 11, which shows the RMS error of the velocities as
a function of the duration of the observations and for the
three different grids in the STANDARD simulation: 1° × 1°,
2° × 2° and 3° × 3°. In general, the RMS error in zonal
velocity decreases more rapidly with time than for the
meridional velocity and for coarser resolution than for the
finer ones. While the decrease in the RMS error with
averaging duration for the 1° × 1° grid cannot be described
by the decrease rate of 1=na , coarser resolutions are more
consistent with this formula. The decrease tends to be slower
than 1=n1=2 for the 2° × 2° grid, since the mean parameter a, as
defined by (1) for the surface and deep velocities in
meridional and zonal directions, is between 0.3 and 0.4. For
the 3° × 3° grid, the decrease is faster, and a is 0.6 (0.4–0.5)
for the zonal (meridional) velocities. The decrease in the
RMS error is more rapid when going from 1° × 1° to 2° × 2°
resolution than for the 2° × 2° to 3° × 3° resolution transi-
tion, especially for the meridional velocities.

4. Discussion and Conclusions

[39] This study analyzes the effects of mesoscale vari-
ability on the expected accuracy of an observing system
with profiling floats, using idealized high‐resolution simu-
lations in the North Atlantic, without seasonal and interan-

Figure 11. RMS reconstruction errors of the time mean velocities in the STANDARD simulation, area
averaged over the area covered by the subtropical and subpolar box regions. Values are shown as a func-
tion of the averaging period (in years) for three grid sizes: 1° × 1° (circles), 2° × 2° (stars), and 3° × 3°
(squares). (a) Zonal velocities at the surface, (b) meridional velocities at the surface, (c) zonal velocities at
1500 m depth, and (d) meridional velocities at 1500 m depth.
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nual variability in the surface forcing. The primary objective
of this study is to explore the main effects of mesoscale
eddies on the Argo observing system. Two main effects of
the eddy variability are analyzed: eddy advection of the
profiling floats and mesoscale variability in the sampled
temperature and salinity fields. These effects are separated
in two sensitivity simulations, in which first the eddy
advection and then hydrographic variability is removed
from the sampled fields. In both of the sensitivity simula-
tions, the floats are advected by the time mean currents. The
study focuses on the resulting changes in the sampling
spatial coverage and on the accuracy of the reconstruction of
temperature, salinity and horizontal velocities. Reconstruc-
tion of all these fields is significantly affected by the pres-
ence of mesoscale eddies.
[40] The effects of the eddy advection on the float dis-

tribution are complex. In some regions, such as the Labrador
Current and its extension, eddies cause dispersion of the
floats and a decrease in the spatial coverage. In other
regions, such as the interior of the subtropical gyre, eddies
help to distribute the floats more evenly, acting to reduce
gaps in the spatial coverage. Identification of regions cor-
responding to strong eddy dispersion, based on Argo float
trajectories, appears to be important, since these will require
continuing redeployment of the floats.
[41] Gaps in the sampling coverage do not always corre-

spond to elevated reconstruction errors, as demonstrated by
the analysis of the simulations with and without eddies. In
some parts of the domain, for example, poorer data coverage
coincides with smaller reconstruction errors. It is clear that
the data coverage alone cannot explain better reconstruction
accuracy, and our analysis demonstrates that even a small
number of very accurate samplings can result in accurate
reconstruction of climatology, especially if the mesoscale
variability at this location is low. Other factors, such as
movement of the floats and under‐resolved oceanic fronts
and gradients can also play a role. Movements of floats by
mesoscale eddies do not represent a major source of errors
in most of the domain.
[42] In these idealized simulations, the variability of

temperature and salinity is dominated by the mesoscale
effects, since the surface forcing is lacking a seasonal cycle
and interannual variability. The importance of the mesoscale
variability is, therefore, conveniently isolated, which is only
possible in an idealized study like this one. The effects of
this mesoscale eddy “noise” on temperature and salinity are
generally small for the reconstructions of the 9 year time
means. The importance of the mesoscale variability
increases for lower data coverage and shorter averaging
period. For example, for the averaging period shorter than
3 years, the mesoscale variability in the temperature/salinity
is the major source of reconstruction errors in the subtropical
gyre. The errors are gradually reduced, when longer periods
and larger number of samples are used; the reduction is,
however, significantly slower than that for the standard error
in a sample average of a random variable.
[43] Velocity estimates from the simulated Argo float

trajectories at 1° × 1° grid are accurate enough for detection
of concentrated oceanic currents like the multiple zonal jets
with characteristic widths of 1.5–2°. Zonal jets derived from
the simulated Argo floats have a spatial structure that is in a
good agreement with the actual GCM currents. The recon-

struction errors are still large at some locations, but are
significantly smaller in the zonal averages. The reconstruc-
tion errors are also noticeably smaller in 2° × 2° and 3° × 3°
estimates, at the cost of the reduced resolution. Mesoscale
variability in the velocities, as expected, introduces a sig-
nificant source of reconstruction errors. The ability of the
Argo‐based velocity estimates to reconstruct the shape and
positions of the zonal jets is, however, encouraging and can
be used for the jet detection with the real Argo (such as in
van Sebille et al.’s [2011] study).
[44] Meridional velocities are weak and noisy in the gyre

interior, and the local estimates of the meridional velocities
are not very reliable, since the reconstruction errors over-
whelm the signal. The reconstruction errors are smaller in
the estimates of the zonally averaged meridional velocities
in the interior, and these estimates may provide valuable
information for studies of the meridional overturning. Large
reconstruction errors and gaps in coverage within western
boundary regions, however, make estimates of the total
Atlantic meridional overturning challenging, if based on the
Argo trajectories alone.
[45] This study focuses on the most fundamental effects of

eddies on the reconstruction accuracy of the climatological
means in temperature, salinity and horizontal velocities.
Estimates of the means are essential for the accurate
detection of the variability in these fields. The effects of
eddies on the accuracy of Argo‐based reconstructions can,
however, be expected to be even more significant in the real
ocean. Reconstruction of the variability in the oceanic fields,
arguably the most important stated task of the Argo array, is
generally more challenging than the reconstruction of cli-
matological annual mean [Kamenkovich et al., 2009a]. In
particular, gaps in coverage may lead to potentially more
serious biases in the reconstructed fields due to seasonal and
interannual variability in these fields. Mesoscale eddies in
this model tend to be weaker than those observed in nature
in some parts of the domain, and their effects can potentially
be underestimated in this study. Additionally, small‐scale
eddies and high‐frequency (shorter than 1 day) fluctuations,
which are not included in this study, can also have a
potential impact. The importance of mesoscale variability,
and its potential interaction with variability on longer and
shorter scales, calls for the comprehensive evaluation of
these effects in more realistic OSSEs, which are currently
under way. The results from this study can be used to
interpret such simulations and to improve our understanding
of what we can learn from the real Argo observation system.
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