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ABSTRACT

In this study, mechanisms causing year-to-year changes in the Florida Current seasonality are investigated using controlled realistic numerical experiments designed to isolate the western boundary responses to westward-propagating open ocean signals. The experiments reveal two distinct processes by which westward-propagating signals can modulate the phase of the Florida Current variability, which we refer to as the “direct” and “indirect” response mechanisms. The direct response mechanism involves a two-stage response to open ocean anticyclonic eddies characterized by the direct influence of Rossby wave barotropic anomalies and baroclinic wall jets that propagate through Northwest Providence Channel. In the indirect response mechanism, open ocean signals act as small perturbations to the stochastic Gulf Stream variability downstream, which are then transmitted upstream to the Florida Straits through baroclinic coastally trapped signals that can rapidly travel along the U.S. East Coast. Experiments indicate that westward-propagating eddies play a key role in modulating the phase of the Florida Current variability, but not the amplitude, which is determined by its intrinsic variability in our simulations. Results from this study further suggest that the Antilles Current may act as a semipermeable barrier to incoming signals, favoring the interaction through the indirect response mechanism. The mechanisms reported here can be potentially linked to year-to-year changes in the seasonality of the Atlantic meridional overturning circulation and may also be present in other western boundary current systems.

1. Introduction

The Florida Current (FC) is a western boundary current that feeds into the Gulf Stream, closing the subtropical gyre circulation in the North Atlantic Ocean. These currents play a central role in the northward transport of mass and heat within the upper limb of the Atlantic meridional overturning circulation (AMOC), a key component of Earth’s climate system. Together, the FC and Gulf Stream are perhaps the most widely studied western boundary currents in the world’s oceans (e.g., Pillsbury 1887, 1890; Stommel 1958; Richardson and Schmitz 1965; Wunsch et al. 1969; Baringer and Larsen 2001; Beal et al. 2008; Meinen et al. 2010; Rossby et al. 2010). Despite being the subject of innumerable studies, many questions still remain about the mechanisms driving the FC and Gulf Stream variability. The variability of the FC and Gulf Stream has been demonstrated in models to be associated with important climate and societal issues, including sea level changes and flooding events along the East Coast of the United States (Ezer 2013; Ezer and Atkinson 2014; Sweet et al. 2016). Therefore, knowledge on the specific mechanisms and processes causing changes in their flow is of importance for understanding the regional climate and managing coastal resilience.

The FC exhibits large temporal variability, with changes in volume transport on the order of ±10 Sv
(1 Sv = $10^6$ m$^3$ s$^{-1}$) about a long-term mean value of 32 Sv (e.g., Schott et al. 1988; Meinen et al. 2010). The large-amplitude changes in the FC transport are believed to be caused by multiple drivers from which wind forcing is often described as the most important. For example, changes in large-scale atmospheric modes and winds (e.g., Baringer and Larsen 2001; Meinen et al. 2010; DiNezio et al. 2009), local winds (e.g., Wunsch et al. 1969; Beal et al. 2008) and in the wind stress curl upstream or downstream from the Florida Straits (e.g., Schott et al. 1988) have been pointed as key drivers of the FC variability on various time scales. The role of storms and hurricanes occurring at or off the coast have also been identified in recent studies (e.g., Ezer et al. 2017; Todd et al. 2018) as relevant drivers of seasonal and interannual FC and Gulf Stream variability that may cause a temporary disruption in their transport as large as 50% of the flow. In addition, since about 12 Sv of the FC transport contributes to the upper limit of the AMOC (e.g., Stommel 1958; Atkinson et al. 2010), large-scale wind-driven changes in the AMOC (e.g., Zhao and Johns 2014) may also account for part of the large-amplitude FC variability.

Among the different time scales associated with the FC variability, seasonal changes have often been studied, with the annual cycle generally being characterized as having a peak-to-peak amplitude of about 4 Sv, with maximum transport in July (Niiler and Richards 1973; Leaman et al. 1987; Schott et al. 1988; Baringer and Larsen 2001; Meinen et al. 2010). Previous analyses of long-term FC transport observations have suggested that there might be quasi-pentadal/quasi-decadal variations in the seasonality of the FC transport (Baringer and Larsen 2001; Atkinson et al. 2010). Later work found that these changes in the FC annual cycle are actually the result of background stochastic variability that is not directly linked to atmospheric forcing (Meinen et al. 2010), which has been termed the “transient” seasonal component of the FC transport (Domingues et al. 2016). Domingues et al. (2016) found that these transient seasonal variations account for 27% of the total FC variability, which is over three times larger than the contribution from the average annual cycle (8% of the total variability).

There is general agreement within the literature that the “average” FC annual variability is driven by a combination of along-channel winds and wind stress curl upstream and downstream of the Florida Straits (i.e., in the Caribbean Sea and in the Gulf Stream east of the Carolinas, respectively; e.g., Schott et al. 1988). Several recent studies have started to provide a better understanding of the possible causes for the transient changes in the FC seasonality, focusing on the idea that these changes are linked with baroclinic signals propagating from the ocean interior (Czeschel et al. 2012; Frajka-Williams et al. 2013; Domingues et al. 2016). Analysis of satellite altimetry fields showed that westward-propagating sea height anomaly (SHA) signals within the 73–525-day band demonstrate strong variations on semiannual and annual time scales in the North Atlantic (Polito and Liu 2003), contributing ~42% of the total SHA variability west of 60°W at 27°N. These signals behave approximately like first-mode baroclinic Rossby waves, and when their amplitudes are large enough and their frequencies are close enough to semiannual/annual, these propagating features can be associated with apparent changes in the FC seasonality (Domingues et al. 2016). The influence of Rossby wave–like baroclinic signals originating in the ocean interior has also previously been noted for longer time-scale changes in the FC (e.g., DiNezio et al. 2009), and Gulf Stream variability (e.g., Sturges et al. 1998).

Several studies based on numerical model simulations have also confirmed that baroclinic signals originating in the ocean interior can modulate the seasonal variability of the currents along the North Atlantic western boundary. For example, one of the earliest efforts was carried out by Boning and Budich (1991) using a 1/3° grid model for the North Atlantic, which showed that the wind-driven annual cycle east of the Bahamas was masked by strong fluctuations with time scales of 100 days, associated with baroclinic signals coming from the interior. Similarly, Czeschel et al. (2012) employed an adjoint model to show that long-wavelength baroclinic Rossby waves coming from the interior can cause a $O(1)$ Sv adjustment in the FC transport and modify its apparent annual phase. While these model studies have confirmed that baroclinic signals originating in the ocean interior can play an important role in affecting the seasonal variability along the western boundary, they were unable to provide a detailed understanding of the mechanisms controlling the interaction of these signals with the FC. A number of useful insights into these mechanisms have been provided by simplified model studies utilizing highly idealized conditions (Nof 1988; Milliff and McWilliams 1994; Nof 1999; Simmons and Nof 2002; Kanzow et al. 2009). These studies have shown that the boundary response was largely dominated by the development of coastal trapped waves and wall-jet features. While these assessments based on highly idealized ocean conditions have provided many useful ideas, the mechanisms those studies proposed for linking open ocean signals with changes in the western boundary circulation have not previously been tested and studied under more realistic ocean conditions.

The study presented herein aims to build upon the insights gained in the earlier idealized analyses and to further improve understanding of FC seasonal variability...
by testing specific mechanisms linking westward-propagating signals from the ocean interior to changes in FC transport using realistic numerical experiments. These new experiments have focused on assessing the western boundary response to eddy-like features that are explicitly prescribed in the ocean interior. Two sets of numerical experiments were carried out and are contrasted here to derive an understanding of the key mechanisms. The two experiments will be classified as “with” and “without” a background FC circulation, and the differences in these numerical runs provides complementary information on the mechanisms driving the response at the western boundary. This manuscript is organized as follows: in section 2, the numerical model used and numerical experiments developed in this study are described; in section 3, results from the numerical experiments carried out without the background circulation, including the FC, are addressed; and in section 5, key results obtained in this study are discussed and the main conclusions are presented.

2. Methods: Model and numerical experiments

The research results presented in this study are based on numerical experiments using the Regional Ocean Modeling System (ROMS; available at www.myroms.org). ROMS consists of a free-surface, terrain-following ocean model that solves the hydrostatic primitive momentum equations in a staggered Arakawa C-grid (Shchepetkin and McWilliams 2005). Experiments are carried out in a domain bounded by 82°–60°W and 21°–37°N (Fig. 1a). The model grid has a horizontal resolution of approximately 1/25°, with 540 × 390 points in the longitudinal and latitudinal directions, respectively, and 30 vertical
layers. A realistic bottom topography derived from ETOPO-1 (Amante and Eakins 2009) is used for areas in the vicinity of the North Atlantic western boundary, which are the focus of this study. Specific information about the configuration of ROMS and the model domain are provided in appendix A.

To investigate the mechanisms through which eddy-like westward-propagating signals can affect the FC variability in the Florida Straits, two different sets of numerical experiments were developed, using controlled conditions in a realistic setup. In the first set of experiments (SENS-E0x), a sensitivity analysis was carried out based on six experiments developed in the absence of the FC and other background flows, to facilitate an initial understanding of the responses generated by westward-propagating signals reaching the eastern seaboard of North America. For these six experiments, flat-isopycnal conditions were imposed at all grid points by applying the domain-wide average temperature, salinity, and density profiles from the World Ocean Atlas 2013 (Locarnini et al. 2013; Zweng et al. 2013) (Fig. S1 in the online supplemental material). Flat-isopycnal conditions were initially prescribed to ensure stationary initial conditions, removing background baroclinic flows that are intrinsic to real-ocean climatological fields. Single eddy-like features with different diameters (150–350 km), based on observed eddy scales estimated here from regional altimetry data (appendix A; Fig. S2), were then prescribed east of the Bahamas at 74°W for each of the six SENS-E0x experiments (Table 1; Fig. S3). These features were included as perturbations in the depth of the pycnocline of the initial condition fields for each experiment, using a feature model approach (Calado et al. 2008). Additional details about this method can be found in appendix B. Experiments from the set SENS-E0x are then integrated forward for 320 days, providing enough time for the prescribed signals to complete their interaction with the boundary.

A second set of five experiments (EdFC-E0x), which included the background ocean circulation, was then used to evaluate the FC response to signals reaching the western boundary under more realistic ocean conditions. To accomplish this, experiments from set EdFC-E0x were developed using initial and boundary condition fields derived from averaging a 6-yr data-assimilation run for the North Atlantic Ocean (Kourafalou et al. 2016), with boundary conditions (temperature, salinity, baroclinic and barotropic velocities, and free surface) set to constant values along the boundary. Initial condition fields were then perturbed with single eddy-like westward-propagating signals using the feature model approach (appendix B). An ensemble of 5 numerical experiments was developed by slightly varying the location where the eddies were started, with the objective of simulating the FC response in the Florida Straits forced by these features (Table 2; Fig. S4). Finally, an additional “control run” experiment (CNTR) was completed using the same unperturbed initial conditions and model configuration from the EdFC-E0x experiments, but with no eddy-like mesoscale features prescribed. Comparisons between outputs from the eddy experiments (EdFC-E0x) and the control run (CNTR) were then employed to gain insight into the mechanisms linking open ocean signals with the response at the western boundary. Experiments from this set were run for 500 days.

All of the experiments described above were run in the absence of wind forcing, in order to isolate the FC response driven solely by the prescribed westward-propagating eddy-like signals. For additional information about the model configurations, the reader is referred to appendix A.

### 3. No FC case study: Eddy–wall interactions

The resulting circulation patterns from experiments SENS-E0x are initially characterized by an open ocean phase that is dominated by the westward propagation of the prescribed eddy-like signals. The typical behavior of the eddies is illustrated in Fig. 2a, taken from experiment SENS-E04 where an anticyclonic eddy of 250-km diameter was initially prescribed at 74°W. The longitude–time Hovmöller diagram of sea surface height (SSH) along

---

**Table 1. Properties of experiments from set SENS-E0x in terms of simulated eddy diameter and intensity (eddy maximum SSH).**

<table>
<thead>
<tr>
<th>Exp. name</th>
<th>Diameter (km)</th>
<th>Intensity (SSH; cm)</th>
<th>Initial location</th>
</tr>
</thead>
<tbody>
<tr>
<td>SENS-E01</td>
<td>250</td>
<td>7.5</td>
<td>27°N, 74°W</td>
</tr>
<tr>
<td>SENS-E02</td>
<td>150</td>
<td>15</td>
<td>27°N, 74°W</td>
</tr>
<tr>
<td>SENS-E03</td>
<td>200</td>
<td>15</td>
<td>27°N, 74°W</td>
</tr>
<tr>
<td>SENS-E04</td>
<td>250</td>
<td>15</td>
<td>27°N, 74°W</td>
</tr>
<tr>
<td>SENS-E05</td>
<td>300</td>
<td>15</td>
<td>27°N, 74°W</td>
</tr>
<tr>
<td>SENS-E06</td>
<td>350</td>
<td>15</td>
<td>27°N, 74°W</td>
</tr>
</tbody>
</table>

**Table 2. Properties of experiments from set EdFC-E0x in terms of simulated eddy diameter and intensity (eddy maximum SSH), and initial location of eddy features.**

<table>
<thead>
<tr>
<th>Exp. name</th>
<th>Diameter (km)</th>
<th>Intensity (SSH; cm)</th>
<th>Initial location</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNTR</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EdFC-E01</td>
<td>250</td>
<td>15</td>
<td>25.5°N, 74°W</td>
</tr>
<tr>
<td>EdFC-E02</td>
<td>250</td>
<td>15</td>
<td>26.0°N, 74°W</td>
</tr>
<tr>
<td>EdFC-E03</td>
<td>250</td>
<td>15</td>
<td>26.5°N, 74°W</td>
</tr>
<tr>
<td>EdFC-E04</td>
<td>250</td>
<td>15</td>
<td>27.0°N, 74°W</td>
</tr>
<tr>
<td>EdFC-E05</td>
<td>250</td>
<td>15</td>
<td>28.5°N, 75°W</td>
</tr>
</tbody>
</table>
N indicates that the eddy propagates westward with a phase speed of $-2.30 \pm 0.22 \text{ km day}^{-1}$. As the prescribed eddy-like signal propagates westward, the development of a Rossby wave field in the wake of the eddy is noticeable (Fig. 2a), which is consistent with results from previous studies based on simplified ocean conditions (Milliff and McWilliams 1994). Analysis of all of the SENS-E0x experiments shows that prescribed eddy-like signals propagated at an average rate of $2.36 \pm 0.18 \text{ km day}^{-1}$ (not shown), which is generally consistent with the values expected from classical Rossby wave theory (Fig. 2b).

The prescribed eddy-like features reach the western boundary region at $26.5^\circ \text{N}$ east of the Bahamas archipelago after $\sim 70$ days of simulation (Fig. 3a). Analysis of individual snapshots of the resulting surface velocity field shows that, as the eddy reaches the continental slope east of the Bahamas, it remains in an approximate fixed location as its volume is slowly drained along the topography. As this process takes place, a jet-like feature resembling a wall jet (Nof 1999) is observed to propagate through Northwest Providence Channel (Fig. 3b), reaching the Florida Straits after 119 days of simulation. As the eddy loses volume along the boundary, its diameter and magnitude become progressively smaller, taking approximately 200 days for all of the eddy volume to be drained (Fig. 3c). Wall jets often shed smaller eddy-like features within Northwest Providence Channel (Fig. 3e). The evolution of other SENS-E0x experiments is in good agreement with the results from experiment SENS-E04.

To assess the overall variability forced by the prescribed westward-propagating eddy-like signals, the total meridional volume transport integrated across the Florida Straits at $27^\circ \text{N}$ is quantified here and used as an indicator. Time series of volume transport in the Florida Straits (Fig. 4a) show anomalies reaching values of 1) $\sim 1 \text{ Sv}$ for experiments SENS-E02 to SENS-E06, which were initialized with anticyclonic eddies having SSH amplitudes of 15 cm and diameters ranging between 150 and 350 km (Table 1), and 2) 0.5 Sv for experiment SENS-E01, which was initialized with an anticyclonic eddy with 7.5-cm SSH amplitude and diameter of 250 km (Table 1). For all experiments, the peak volume transport in the Florida Straits is observed around day 119 (Fig. 4a), coinciding with the timing when the wall-jet features first reach the Florida Straits (Fig. 3b). Interestingly, however, the transport anomalies in the Florida Straits start building up around day 50, before the wall-jet feature develops. At day 70 (Fig. 5a), broad SHA signals are observed on the eastern side of the Florida Straits (Fig. 5b). These SHA signals are linked with northward velocity anomalies of $1 \text{ cm s}^{-1}$ that occupy most of the water column in the Florida Straits (Fig. 5c), indicating a barotropic response. These results show that prescribed eddies generate a band-limited range of Rossby wavenumbers, some of which can actually propagate faster than the eddy, causing the first stage of the forced response in the absence of background flows. In the second stage, developed wall-jet features propagate toward the Florida Straits, causing a more baroclinic response (Figs. 5e,f) during the peak transport at day 119.

The results from the SENS-E0x experiments also suggest that the response in the Florida Straits is possibly sensitive to the intensity of features interacting directly with the boundary, but not to their diameters. For example, while experiment SENS-E01, which was developed with a 7.5-cm SSH anomaly and diameter of 250 km, caused a response of $\sim 0.5 \text{ Sv}$, the remaining experiments with different eddy diameters and 15-cm SSH anomaly all forced...
similar responses reaching values of \(\sim 1\) Sv. The results show that the time scale of the forced response in the Straits is also not as sensitive to varying eddy diameters ranging between 150 and 350 km. The key finding from experiments SENS-E0x is that the development of a broad Rossby wave field (including barotropic and baroclinic components) and wall-jet features are the main mechanism for linking open ocean eddy signals with the response in the Florida Straits in the absence of background flows.

4. With FC case study: Eddy–background flow interactions

Before proceeding with the analysis of forced FC experiments that included prescribed eddy-like features (EdFC-E0x), an assessment of the background levels of variability associated with the control run experiment (CNTR) is presented. This analysis was carried out because this study employed a realistic nonlinear ocean model that simulates the FC and Gulf Stream, and which therefore permits the development of instabilities (e.g., Lee and Csanady 1994) and energetic meandering (e.g., Johns and Watts 1986; Rossby et al. 2010). An assessment of the inherent background levels of variability in experiment CNTR is crucial for later understanding of the forced experiments EdFC-E0x.

a. The control run experiment

Experiment CNTR includes a realistic representation of the North Atlantic western boundary circulation, with a mean FC that is characterized by a well-defined jet flowing along the topographic slope in the Florida Straits at 27°N (Fig. 6a), which agrees well with the long-term average velocity structure observed previously (e.g., see Fig. 6 of Meinen and Luther 2016). The CNTR run also shows a mean northward flowing Antilles Current characterized by a subsurface maximum (Fig. S5b), consistent with what has been observed in the real ocean (e.g., Rosenfeld et al. 1989; Lee et al. 1990). The simulated FC carries a total volume transport of 29.5 ± 0.6 Sv, which is slightly smaller than the average values of \(\sim 32\) Sv reported based on in situ observations (e.g., Leaman et al. 1987; Baringer and Larsen 2001; Beal et al. 2008; Meinen et al. 2010). The slightly reduced FC transport obtained in experiment CNTR is consistent with results simulated by the data-assimilation run for the North Atlantic Ocean (Kourafalou et al. 2016), which is used as fixed boundary conditions in our experiments. The slightly reduced FC volume transport, however, is not expected to affect the
findings of this study. Analysis of the FC transport time series from experiment CNTR indicates that about 25% of the variance in the model is linked with variability within the frequency band that is the focus of this study [73–525-day periods, standard deviation (STD) = 0.2 Sv], while the remaining variability is dominated by higher frequencies (shorter periods). The filtered time series of FC transport for periods within the 73–525-day band (black line, Fig. 4b) shows changes in the transport of $<1$ Sv. A detailed assessment of the mechanisms causing this internal variability in the control run is required before undertaking the additional complexity of the prescribed eddy-like westward-propagating signals and understanding how they can modulate the FC variability.
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FIG. 5. Snapshots of (a) surface velocity magnitude and of (b) SHA at day 70 of the model run for experiment SENS-E04. (c) Meridional velocity section and (d) averaged meridional velocity across the Florida Straits at day 70 for experiment SENS-E04. (e) Meridional velocity section and (f) averaged meridional velocity across the Florida Straits at day 119 for experiment SENS-E04. Gray shading in (d) and (f) shows the standard deviation of meridional velocities across the Florida Straits.
eddy-like features prescribed in the ocean interior east of the Bahamas. Time series of FC volume transport (Fig. 4b) show that the FC flow in experiments EdFC-E0x remained consistent with CNTR in terms of mean and overall variability (29.7 ± 0.2 Sv). Therefore, the inclusion of westward-propagating eddies did not impact the overall amplitude of the FC variability in these experiments, which remained comparable to experiment CNTR. However, one of the key results obtained is that the FC transport from experiments EdFC-E0x diverges from CNTR in terms of timing and phase. Phase discrepancies are more readily identified by analyzing the difference in the FC transport between experiments EdFC-E0x and the control run (Fig. 4c). For all EdFC-E0x experiments, phase discrepancies result in differences with amplitude of ~1 Sv, with the largest differences observed around day 100. Analysis of individual FC transport time series indicates that the eddy-forced experiments develop peak transport values earlier than the control run CNTR (Fig. 4b). Following the first 100 days of simulation, all EdFC-E0x experiments behave independently, showing increased values of ensemble variability.

Surface velocity fields from experiments EdFC-E0x indicate that prescribed eddy-like features in the experiments with the background FC circulation behave remarkably differently from those in the equivalent experiments without the background circulation. In the EdFC-E0x experiments, the model solution is marked by substantial interaction between the prescribed eddy and the background circulation. For example, in experiment EdFC-E04, the prescribed anticyclonic eddy is mostly drained northward by the Antilles Current east of the Bahamas (Figs. 3d,e), while in experiment SENS-E04 the anticyclone interacts directly with the sloping topography and is drained through Northwest Providence Channel (Figs. 3b,c). All EdFC-E0x experiments are consistent with the behavior displayed in experiment EdFC-E04.

Further analysis of SHA snapshots for experiment EdFC-E04 (Fig. 9) indicates that, as the prescribed eddy interacts with the background circulation, SHA signals associated with the eddy are mostly observed to propagate northward (green line, Fig. 9) with the dominant circulation, that is, the Antilles Current and Gulf Stream. The SHA signals from the anticyclone subsequently start to merge and interact with the Gulf Stream downstream of the Florida Straits (days 84–133, Fig. 9), and these SHA signals then propagate northward, a closer inspection of the SHA fields reveals that broad and less intense SHA signals associated with the eddy can quickly propagate through the Bahamas archipelago (day 63, magenta ellipse, Fig. 9). These signals reach the Florida Straits around day 63, and indicate a partially direct interaction with the FC. The broad and less intense SHA signals observed here are similar to the Rossby wave field excited by the eddy in experiment SENS-E04 developed without the background circulation (Fig. 5b). At this stage, the smaller response observed in experiment EdFC-04 is likely because the later draining of the prescribed eddy through Northwest Providence Channel observed in experiment SENS-04 is not observed here. In the EdFC-E0x experiments, drainage of prescribed eddies is largely diverted north of the Straits by the Antilles Current.
As the eddies in experiments EdFC-E0x begin to interact with the western boundary, changes in the Gulf Stream meandering may occur as a result of nonlinear dynamics. To verify this, the meandering variability from EdFC-E0x experiments is evaluated and compared with the control run. Time series of Gulf Stream location are computed at 28°N, 30°N, 32°N, and 34°N by following the maximum jet intensity as a function of longitude (Fig. 10). This analysis shows that at 28°N the ensemble meandering behavior observed in experiments EdFC-E0x diverges from the control run around day 50, while north of 28°N changes in meandering are observed progressively later in time. At all latitudes, the ensemble meandering behavior recorded in EdFC-E0x experiments shows the largest discrepancies with respect to the control run after day 200, suggesting that the different experiments developed an independent behavior with time. These results show that the introduction of eddy-like features in the ocean interior causes changes in the Gulf Stream meandering.

Time series of coastal SHA (Figs. 7c–g) for these experiments exhibit the signature of coastally trapped waves similar to what was observed in the control run CNTR (Fig. 7b). Previous analysis of the control
experiment CNTR showed that Gulf Stream meandering generates coastally trapped signals that are ultimately transmitted to the Florida Straits. Therefore, the observed changes in the Gulf Stream meandering in experiments EdFC-E0x are likely the cause of changes in coastal SHA variability for these experiments compared to the control run. For example, between days 100 and 300, coastal SHA variability in the control run CNTR at 27°N (black square, Fig. 7b) is remarkably distinct from the coastal variability exhibited by other EdFC-E0x experiments (black square, Figs. 7c–g).

To provide a more quantitative assessment of the mechanisms linking changes in the coastal SHA variability with the modulation of the FC transport variability, a multilinear regression approach is employed as follows 1) time series of coastal SHA differences with respect to experiment CNTR were retrieved from both sides of the Florida Straits at 27°N (squares, Fig. 1b) as indicators of changes in the coastal SHA variability; 2) time series of SHA and of FC transport differences with respect to CNTR were normalized by subtracting the mean and dividing by the standard deviation; and 3) a multilinear regression analysis (formula below) was employed using a bootstrap approach (Johnson 2001), in which the normalized time series of SHA differences were used as predictors (X matrix) for changes in the FC transport (Y vector). The multilinear regression analysis consists of solving

\[
\begin{bmatrix}
A_{FL} \\
A_{BHS}
\end{bmatrix} = (X^T \times X)^{-1} \times X^T \times Y,
\]

with

\[
X = \begin{bmatrix}
SHA_{FL_{t=1}} & SHA_{BHS_{t=1}} \\
\vdots & \vdots \\
SHA_{FL_{t=n}} & SHA_{BHS_{t=n}}
\end{bmatrix}
\]

and

\[
Y = \begin{bmatrix}
FC_{t=1} \\
\vdots \\
FC_{t=n}
\end{bmatrix}.
\]

Step 3 was applied using the normalized time series, and also using the actual SHA and transport time series,
resulting in two sets of slope coefficients ($A_{FL}$ and $A_{BHS}$): one set of normalized coefficients, and one set with physical units of Sverdrups per centimeter (Table 3). The correlation coefficient $R_{FC}$ from the multilinear regression analysis is also shown in Table 3. This approach allows us to more quantitatively assess the influence of changes in the coastal SHA variability for explaining changes in the FC variability with respect to the control run. Results from this analysis show that time series of coastal SHA differences sampled from the control run experiment CNTR can explain about 46% (average $R_{FC} = 0.68 \pm 0.08$, Table 3) of the simulated volume transport variability across the Florida Straits in this experiment for time scales longer than 73 days. A smaller fraction of about 27% of the FC variance is accounted for by coastal SHA time series in the Florida Straits under real ocean conditions where wind and other effects also play a role (e.g., Domingues et al. 2016). Slope coefficients estimated for the west side of the Florida Straits ($A_{FL} = -0.57 \pm 0.05$, Table 3) are at least 50% larger compared to the coefficients from the east side of the Straits in the Bahamas ($A_{BHS} = 0.37 \pm 0.03$). In other words, time series of SHA differences along the East Coast of the United States play a more important role in accounting for changes in the FC variability than SHA time series from the Bahamas. Therefore, FC transport differences between EdFC-E0x experiments and the control run CNTR are dominated by the changes in the SHA variability along the coastal waveguide described above. These results show that the introduction of eddy-like signals in the ocean interior can ultimately modulate the FC variability through changes in the variability along the coastal waveguide.

5. Discussion

The numerical experiments developed in this study provide insight about the FC variability forced in the Florida Straits by eddy-like westward-propagating signals originating in the interior North Atlantic.
The analysis reveals that the mechanism driving the response in the Florida Straits in experiments with no background flow (SENS-E0x) differed from the overall mechanism driving changes in the FC in experiments with realistic background flow (EdFC-E0x). In the absence of background flow, a direct response to forced signals was observed in the Florida Straits characterized by 1) the influence of broad barotropic Rossby wave anomalies in a first stage and 2) the development of wall-jet features in a second stage. Because of this direct relationship between prescribed signals and response in the Florida Straits, we define this as the “direct response mechanism” (Fig. 11a).

The development of the wall jets is associated with the volume of the eddy that leaks along the boundary (Nof 1988, 1999), or along topographic contours off the Bahamas and into the Florida Straits in the case of this study. The rate at which the eddy moves into the wall is controlled by the “peeling rate,” which sets the time scale for draining the eddy along the wall. Under the more realistic conditions employed in this study, the leaking process was largely constrained by the gap at the entrance of Northwest Providence Channel, taking approximately 200 days for the entire eddy to leak through the channel. The Northwest Providence Channel corresponds to the main passage connecting the Florida Straits with the western boundary region east of the Bahamas, where strong variability at seasonal time scales is generally observed (e.g., Lee et al. 1990, 1996; Bryden et al. 2005; Johns et al. 2008). Previous studies (Leaman and Molinari 1987; Leaman et al. 1987) also showed that observed variability at seasonal time scales in the Florida Straits was partially associated with intermittent signals coming from the Northwest Providence Channel, which can be associated with the mechanisms described here. Further, using satellite-altimetry observations, Frajka-Williams et al. (2013) reported the development of similar wall-jet features linked with anticyclonic eddies originating east of the Bahamas, which were found to cause changes in the FC transport on time scales from 50 days to 1 year. These findings are in good agreement with the direct response mechanism described herein.

When the background circulation from the Florida Current, Antilles Current, and Gulf Stream is included in experiments EdFC-E0x, ocean circulation changes in the Florida Straits are also initially associated with a broad Rossby wave response directly excited by the prescribed eddy. In this case study, however, drainage of the eddies is mostly diverted northward by the Antilles Current. Therefore, even though prescribed eddies seem to play a negligible role in amplifying the magnitude of the FC variability, one of the key results from these experiments is that open ocean eddies can perturb the phase of the variability, and indirectly modulate the phase of the

<table>
<thead>
<tr>
<th>Exp. name</th>
<th>STD FL</th>
<th>STD BHS</th>
<th>$A_{FL}$</th>
<th>$A_{BHS}$</th>
<th>$A_{FL}$</th>
<th>$A_{BHS}$</th>
<th>$R_{FC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EdFC-E01</td>
<td>2.4</td>
<td>0.6</td>
<td>-0.22</td>
<td>0.36</td>
<td>-0.66</td>
<td>0.34</td>
<td>0.79</td>
</tr>
<tr>
<td>EdFC-E02</td>
<td>2.8</td>
<td>0.7</td>
<td>-0.15</td>
<td>0.38*</td>
<td>-0.55</td>
<td>0.35*</td>
<td>0.58</td>
</tr>
<tr>
<td>EdFC-E03</td>
<td>2.3</td>
<td>0.7</td>
<td>-0.20</td>
<td>0.44</td>
<td>-0.56</td>
<td>0.37</td>
<td>0.65</td>
</tr>
<tr>
<td>EdFC-E04</td>
<td>2.2</td>
<td>0.7</td>
<td>-0.18</td>
<td>0.44</td>
<td>-0.55</td>
<td>0.41</td>
<td>0.72</td>
</tr>
<tr>
<td>EdFC-E05</td>
<td>2.3</td>
<td>0.7</td>
<td>-0.15</td>
<td>0.36</td>
<td>-0.54</td>
<td>0.37</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Fig. 10. Time series of Gulf Stream location at (a) 34°N, (b) 32°N, (c) 30°N, and (d) 28°N for the different EdFC-E0x experiments, in comparison with the control run experiment CNTR. Lines are color coded according to the legend shown in Fig. 4. The green vertical lines indicate the time when the Gulf Stream meandering ensemble variability doubles with respect to initial values during the first 30 days of the model run.
FC transport through changes in the SHA variability along the coastal waveguide. Therefore, we refer to this process as the “indirect response mechanism” (Fig. 11b).

The results show that this indirect response mechanism is closely associated with phase modulation of the intrinsic FC variability. Coastally trapped signals triggered by the interaction of Gulf Stream meanders with the continental slope (e.g., Fig. S6) were one of the key processes driving the intrinsic variability in experiments developed with a realistic representation of the Florida Current, Antilles Current, and Gulf Stream (experiments EdFC-E0x and CNTR). Coastally trapped signals were more often traced to the proximity of Cape Hatteras, which is an area characterized by elevated levels of variability due to intense Gulf Stream meandering (e.g., Watts and Johns 1982). Huthnance (1992) suggested that coastally trapped waves can be generated by a large variety of mechanisms over the continental shelf and slope, including scattering by irregularities in the shelf, and generation by oceanic eddies offshore. The main mechanism triggering these signals consists of fluctuating offshore forcing in the form of pressure anomalies, from which waves will respond to the off-shelf forcing according to the similarities between the length and time scales in the forcing and the dispersion curve of free coastally trapped waves (Chapman and Brink 1987). The transmission of offshore signals to the shelf is further affected by other parameters, such as the slope, shelf topography, stratification, and friction (e.g., Ezer 2016). The resulting response can be either mostly barotropic (Chapman and Brink 1987), or given by a hybrid baroclinic Kelvin wave/barotropic continental shelf wave, for which the structure depends on the steepness of the topography and strength of stratification (Huthnance 1978). Previous analysis along the southeast U.S. coast suggested that the Charleston Bump located at approximately 32°N indeed plays an important role in driving the amplification of both barotropic and baroclinic instabilities leading to Gulf Stream meandering (Dewar and Bane 1985), and that further interaction between meanders and this topographic feature could trigger the southward propagating coastal signals (Oey et al. 1992). Results obtained here provide further evidence that Gulf Stream meandering onto the shelf can provide a significant source of pressure anomalies for triggering trapped waves along the coastal waveguide, and suggest that the dominant signals are consistent with first-mode baroclinic signals for the time scales considered in this study. The results reported herein are also complementary to findings by Ezer (2016), who reported that variations in Gulf streamflow can be transmitted onto the shelf by the generation of coastally trapped waves.

Once eddy-like features were included in experiments EdFC-E0x, changes in the FC variability following the initial “direct” response were mainly characterized by shifts in the phase of seasonal oscillations associated with its intrinsic variability, while the overall amplitude of the variability remained unchanged and equivalent to the control run developed in the absence of eddies. Phase modulation of seasonal oscillations in the FC transport is likely the main outcome of the indirect response mechanism forced by westward-propagating eddy-like features. Results suggest that this mechanism can include an initial influence of broad barotropic Rossby wave anomalies originating in the open ocean,
but that it is largely dominated by complex processes that involve the nonlinear dynamics of the system through the interaction of eddy anomalies with the unstable background circulation. It has been previously shown for supercritical western boundary currents that energy is actively transported from the interior of the ocean to the mean western boundary circulation via ageostrophic pressure work divergence, while about 53% of this energy is converted back to eddy energy via turbulence production in the outer offshore layer (Lee 2001). Results obtained here showed that SHA signals from prescribed eddies were generally amplified as they interacted with other signals associated with the background circulation, and propagated northward toward Cape Hatteras. At the same time, the phase of Gulf Stream meandering diverged remarkably among the different EdFC-E0x experiments, and with respect to the control run CNTR, suggesting that small perturbations included in the EdFC-E0x could lead to large changes in the overall variability. Considering the energetic and highly nonlinear nature of the Gulf Stream, these results indicate that SHA signals originating in the ocean interior may affect the stochastic characteristic of the system, leading to changes in the phase of the meandering. In other words, the observed changes in the FC variability in EdFC-E0x are consistent with the “butterfly effect,” where the introduction of a small perturbation to a nonlinear system can lead to a phase change, causing the system to evolve in a different state.

The observed changes in the SHA variability along the coastal waveguide in EdFC-E0x experiments with respect to the control run CNTR provided the key to understanding the phase modulation of the FC variability. Results showed that coastaly trapped signals were largely triggered by the Gulf Stream meandering activity at Cape Hatteras. Hence, changes in the meandering forced by the nonlinear perturbations that were traced to the prescribed eddy likely played an important role in changing the coastal SHA variability. It is important to emphasize that the modulation of the FC variability observed in EdFC-E0x experiments resulted from net signals reaching the Florida Straits. In other words, the FC variability will “feel” SHA signals that reach the Florida Straits, since constructive/destructive interactions between coastaly trapped signals generated at Cape Hatteras with signals generated by lateral meandering midway (e.g., at 30°N, magenta square, Fig. 7b) may sometimes be observed. In addition, coastaly trapped signals generated due to lateral meandering midway between Florida Straits and Cape Hatteras forced by eddy anomalies may have also played a role. Nevertheless, the modulation of the FC variability is linked with integrated changes in the coastal SHA variability reaching the Straits. These results are largely complementary to findings from Domingues et al. (2016), who, based on satellite and in situ observations, reported that approximately 50% of the variance from the transient component of the FC transport was accounted for by integrated coastal SHA changes along the East Coast of the United States that were associated with westward-propagating signals.

The regional simulations developed in this study helped provide additional understanding on the role that westward-propagating eddies may play in modulating the phase of the FC variability. However, it should be acknowledged here that the simulated magnitude of the intrinsic FC variability was largely underestimated by the controlled environment adopted in our experiments (constant boundary conditions, no wind forcing). These configurations imply that large-amplitude changes in the FC transport forced by local winds (e.g., Wunsch et al. 1969; Schott et al. 1988), remote winds (e.g., DiNezio et al. 2009), storm winds (e.g., Ezer et al. 2017; Todd et al. 2018), or by upstream Loop Current dynamics in the Gulf of Mexico (e.g., Lin et al. 2009; Mildner et al. 2013) are not included in our numerical experiments. These processes were deliberately disabled in our simulations to better isolate the effect of westward-propagating eddies. In fact, when winds and boundary conditions are more realistically represented, about 80% (simulated STD = 2.6 Sv, observations STD = 3.2 Sv) of the FC transport variability is recovered by the HYCOM simulation (Kourafalou et al. 2016) that provides the average boundary conditions in our experiments. Nevertheless, the mechanism reported here is consistent with observations reported in Domingues et al. (2016), which showed that the phase of the transient component of the FC transport was indeed strongly correlated with the phase of westward-propagating signals reaching the Florida Straits. Therefore, it is likely that under more realistic ocean conditions, westward-propagating signals can also modulate the amplified FC variability forced by other processes that are not included in the simulations developed in this study.

Finally, this study has addressed some gaps in knowledge regarding the potential blocking impact of the Bahamas archipelago to signals coming from the interior, as previous studies relying on low resolution (Czeschel et al. 2012) or simplified ocean models (Pedlosky and Spall 1999; Simmons and Nof 2002) could not realistically reproduce the dynamics of the North Atlantic western boundary, given its complex topography. In this study, experiments developed without the background ocean circulation showed that signals originating in the open ocean may indeed reach the Florida Straits through Northwest Providence Channel mainly in the form of baroclinic wall-jet features. It is worth emphasizing,
however, that experiments developed with the background flow (experiments EdFC-E0x) suggest that, under more realistic ocean conditions, the Antilles Current can act as a barrier for baroclinic signals originating in the open ocean. Given that the Antilles Current is associated with elevated levels of variability (e.g., Lee et al. 1990, 1996) and that its flow can often halt and occasionally reverse (Johns et al. 2008), it is reasonable to expect that at certain times eddies may interact directly with the boundary as in the “no background flow” case study through the direct response mechanism. Therefore, even though experiments from set SENS-E0x did not include the background ocean circulation, they are useful to highlight the potential role of the direct response mechanism for linking changes in FC flow with the open ocean variability. In fact, the mechanism described here offers an explanation for previous observations indicating that signals traveling through the Northwest Providence Channel correspond to one source of FC variability (Leaman and Molinari 1987; Leaman et al. 1987; Beal et al. 2008).

In conclusion, this study has focused on improving our understanding of the role of westward-propagating signals in driving year-to-year changes in the phase of the seasonal variability of the FC transport, which accounts for 27% of the total FC variance. This component of the FC variability is also closely associated with changes in the seasonality of the meridional heat transport (MHT) and AMOC. The approach and techniques employed here can also likely be applied to other western boundary current systems, and adjusted in order to investigate the influence of other processes and time scales driving the variability of these currents. This study shows how the application of ocean simulations based on controlled realistic numerical experiments can provide valuable information about the underlying dynamics and variability of western boundary currents.
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APPENDIX A

Additional Details on Numerical Experiments Developed

Experiments are carried out in a domain within 60°–82°W and 21°–37°N (Fig. 1). The bottom topography is derived from ETOPO-1 (Amante and Eakins 2009), which is then smoothed to control the maximum grid stiffness by setting the Beckman and Haidvogel parameter (rx0) to 0.1, and the Haney parameter (rx1) to 2.7. These configurations of rx0 and rx1 are selected to avoid spurious and unrealistic flows resulting from pressure-gradient errors (e.g., Haney 1991; Beckmann and Haidvogel 1993), which are often small (Vmax of ~1 cm s⁻¹) in ROMS and defined as sigma errors of the second kind (Mellor et al. 1998). Realistic bottom topography is used at and in the proximity of the east coast of the United States (Fig. 1). The minimum bottom depth of the ocean domain is set to 10 m, and the bathymetry in the ocean interior is simplified by setting the maximum depth to 5000 m, with flat-bottom conditions everywhere east of 70°W. Parameters describing the configurations of vertical layers are available in Table A1.

The following ROMS configurations are adopted for all experiments: (i) nonlinear equation of state; (ii) analytical spherical grid; (iii) centered, fourth-order advection of tracers and momentum; (iv) harmonic horizontal mixing of tracers and momentum; (v) KPP vertical mixing (Large et al. 1994); and the (vi) splines density Jacobian for the pressure gradient computation (Shchepetkin and McWilliams 2005). In addition, boundary conditions for all experiments are as follows: Flather boundary condition (Flather 1976) for the free surface; Chapman boundary conditions (Chapman 1985) for the 2D barotropic velocity; gradient boundary condition for mixing turbulent kinetic energy; and mixed radiation-nudging boundary conditions (Marchesiello et al. 2001) for baroclinic velocity, temperature and salinity. Nudging time scales to boundary values are set to one day. A sponge layer with both viscosity and diffusivity progressively increased by a factor of 1–10 is also defined at the 20 points in the vicinity of all boundaries, with the exception of the inflow boundary in the Florida Straits (Fig. S7). These configurations of sponge layer, and boundary conditions allows signals to exit the domain, while enforcing boundary values for time scales...
TABLE A1. Parameters defining configuration of vertical layers on the grid used in this study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>30</td>
<td>Number of vertical layers</td>
</tr>
<tr>
<td>Vtranform</td>
<td>2</td>
<td>Transformation equation</td>
</tr>
<tr>
<td>Vstretching</td>
<td>4</td>
<td>Vertical stretching function</td>
</tr>
<tr>
<td>Theta_s</td>
<td>4</td>
<td>Surface stretching parameter</td>
</tr>
<tr>
<td>Theta_b</td>
<td>0</td>
<td>Bottom stretching parameter</td>
</tr>
<tr>
<td>Tcline</td>
<td>10</td>
<td>Critical depth (m)</td>
</tr>
</tbody>
</table>

longer than 1 day, and also prevent the generation of spurious signals along the boundary.

Numerical experiments are initialized using fields of temperature and salinity including eddy-like westward-propagating signals that are prescribed as small perturbations in the pycnocline depth in the ocean interior. Realistic configurations of westward-propagating signals are employed in this study based on characteristics of signals observed in the satellite altimetry record on seasonal time scales. Analysis of daily fields of gridded sea-height residuals (SHAr; annual cycle removed) from AVISO (available at http://www.aviso.oceanobs.com) in the 73–525-day band, which includes the combined semiannual and annual waves described by Polito and Liu (2003), exhibits eddy-like westward-propagating signals (Fig. S2a) that account for 42% of the total SHA variability west of 60°W. These signals are associated with amplitudes of ±15 cm at 27°N (Figs. S2a,d) and broadband spectrum, with dominant wavelengths ranging between 300 and 700 km (Fig. S2c). Eddy-like westward-propagating signals using these characteristics are prescribed as first baroclinic perturbations in the pycnocline depth.

APPENDIX B

The Feature Model Approach

Westward-propagating signals are prescribed in the initial condition fields as first baroclinic perturbations in the pycnocline depth. To accomplish this, we prescribe oceanographic features of interest using mathematical functions (i.e. Calado et al. 2008). Eddy-like features are constructed in this study as vertical displacements of isopycinal surfaces using two functions: (i) a modified first baroclinic mode for vertical velocity \( \varphi_{1m}(x) \); black line in Fig. S1e, and (ii) a Gaussian function \( G_{xy} \); Eq. (B1); Fig. S8). The modified first baroclinic mode is used to define the structure of the vertical displacement of individual isopycinal surfaces. The original first baroclinic mode \( \varphi_1(x) \); gray line in Fig. S1e] is calculated numerically by solving the vertical baroclinic modes using a rigid-lid assumption for the mean climatological temperature and salinity profiles (Figs. S5a,b) in the domain, which are obtained from the World Ocean Atlas 2013. Parameter \( \varphi_{1m}(x) \) is then calculated by adding a linear profile with maximum value of 0.5 at the surface and minimum value of 0 at the depth associated with the maximum value observed for this mode (~1300 m). The modification of \( \varphi_1(x) \) was defined after extensive evaluation of different approaches, including those using the original modes with both rigid-lid, or free-surface boundary conditions, and was chosen for providing stable and realistic first baroclinic mode like upper-ocean eddy structures (Fig. S10), which in the real ocean can become surface-intensified when associated with background flows (e.g., Killworth et al. 1997), complex bottom topography (e.g., Samelson 1992; Tailleux and McWilliams 2001), or both (e.g., Aoki et al. 2009).

The Gaussian function \( G_{xy} \) defines the horizontal structure and magnitude of isopycinal displacements and is calculated according to the following formula:

\[
G_{xy}(x) = \Delta Z_{max} \times \exp \left( \frac{2x^2}{D_E^2} \right), \\
\text{with } x \in \left[ \frac{D_E D_E}{2} \right].
\]  

(B1)

In this equation, the parameter \( D_E \) defines the horizontal diameter of the eddy, and \( \Delta Z_{max} \) sets the maximum vertical displacement of the pycnocline depth. If \( \Delta Z_{max} \) is negative, perturbations on isopycinal surfaces will lead to an anticyclonic eddy, while a positive \( \Delta Z_{max} \) will lead to a cyclonic eddy. Figure S8 provides a schematic overview of \( G_{xy} \). Vertical perturbations on isopycinal surfaces are ultimately achieved using

\[
\frac{\partial \rho}{\partial t} = -w \frac{\partial \rho}{\partial z},
\]  

(B2a)

\[
\rho' = -(\Delta t) \frac{\partial \rho}{\partial z}, \text{ and}
\]  

(B2b)

\[
\rho' = -(\Delta Z) \frac{\partial \rho}{\partial z},
\]  

(B2c)

where the vertical perturbation \( \Delta Z \) is obtained as

\[
\Delta Z(x,z) = G_{xy}(x) \times \varphi_{1m}(z).
\]  

(B3)

Application of Eq. (B3) on a circular grid using the Gaussian function \( G_{xy}(x) \) results in an eddy-like vertical perturbation on isopycinal surfaces. Figure S9 shows an example of the temperature, salinity, and density structure of a single anticyclonic eddy prescribed at 27°N, 75°W,
using $D_C$ equal to 150 km and $\Delta Z_{\text{max}}$ equal to 300 m. A similar method can be used to prescribe perturbations on isopycnal surfaces using different horizontal shapes (e.g., asymmetrical features), which can be accomplished by replacing the original $G_\nu(x)$ function in Eq. (B3) by another horizontal function of interest. For example, the Gaussian function may be replaced by a field function derived from satellite-altimetry observations. This approach described above is used to introduce perturbations in the initial temperature and salinity fields that are configured according to the specific characteristics of experiments developed in this study. All experiments are spun up from rest using ROMS in the diagnostic mode, allowing the geostrophic adjustment of the velocity field to prescribed density anomalies (Fig. S10). Additional details of experiments developed in this study are presented in appendix A.
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