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**Abstract**
The causes of the seasonal cycle of vertical turbulent cooling at the base of the mixed layer are assessed using observations from moored buoys in the tropical Atlantic Intertropical Convergence Zone (ITCZ) (4°N, 23°W) and trade wind (15°N, 38°W) regions together with mixing parameterizations and a one-dimensional model. At 4°N the parameterized turbulent cooling rates during 2017–2018 and 2019 agree with indirect estimates from the climatological mooring heat budget residual: both show mean cooling of 25–30 W m⁻² during November–July, when winds are weakest and the mixed layer is thinnest, and 0–10 W m⁻² during August–October. Mixing during November–July is driven by variability on multiple time scales, including subdiurnal, near-inertial, and intraseasonal. Shear associated with tropical instability waves (TIWs) is found to generate mixing and monthly mean cooling of 15–30 W m⁻² during May–July in 2017 and 2019. At 15°N the seasonal cycle of turbulent cooling is out of phase compared to 4°N, with largest cooling of up to 60 W m⁻² during boreal fall. However, the relationships between wind speed, mixed layer depth, and turbulent mixing are similar: weaker mean winds and a thinner mixed layer in the fall are associated with stronger mixing and turbulent cooling of SST. These results emphasize the importance of seasonal modulations of mixed layer depth at both locations and shear from TIWs at 4°N.

**Plain Language Summary**
In the tropics, vertical turbulent mixing transports heat from the surface waters to the deeper ocean, regulating sea surface temperature (SST). Turbulent mixing has been shown to cause pronounced cooling of SST in the eastern equatorial Pacific and Atlantic Oceans. This cooling is driven to a large extent by strong vertical shear of the zonal equatorial currents, which give rise to instability and mixing. In this study the seasonal cycles of turbulent cooling are assessed at two off-equatorial locations in the tropical North Atlantic. Despite the different conditions at these two locations, it is found that turbulent cooling at both is strongest during the time of year when the mean winds are weakest and the mixed layer is thinnest. This is surprising, since it might be expected that stronger mean winds and associated deepening of the mixed layer would directly force much of the mixing and turbulent cooling at off-equatorial locations. Instead, the shallow mean mixed layer, which is more responsive to surface forcing, sets the stage for stronger bursts of cooling. In addition, intraseasonal variations in shear and mixing from tropical instability waves are important at 4°N. These results will be useful for evaluating the mixing parameterizations used in numerical models.

**1. Introduction**

The tropical Atlantic experiences a strong seasonal cycle of sea surface temperature (SST) and weaker, but impactful, interannual to multidecadal variability (Carton & Huang, 1994; Carton & Zhou, 1997; Chiang et al., 2002; Foltz et al., 2019; Keenlyside & Latif, 2007; Martin-Rey et al., 2018; Mitchell & Wallace, 1992; Nobre & Shukla, 1996). Outside of the Atlantic equatorial and Intertropical Convergence Zone (ITCZ) regions (together spanning ~5°S to 10°N) the seasonal cycle of SST has been shown to be forced to a large extent by local surface heat fluxes (Carton & Zhou, 1997; Cintra et al., 2015; Foltz et al., 2003, 2013; Nogueira Neto et al., 2018; Yu et al., 2006). Close to the equator, upwelling and vertical turbulent mixing are thought to contribute significantly to SST variability (Foltz et al., 2003, 2013; Giordani et al., 2013; Hummels et al., 2013, 2014; Jouanno et al., 2011; Peter et al., 2006; Rhein & Dengler, 2010; Wade et al., 2011; Yu et al., 2006).
Similar results have been found in the eastern equatorial Pacific (McPhaden et al., 2008; Moum et al., 2013; Swenson & Hansen, 1999; Wang & McPhaden, 1999).

The vertical turbulent heat flux at the base of the mixed layer is one of the most difficult terms to estimate because of the small spatial and temporal scales involved, yet it can be one of the larger terms in the mixed layer heat budget (Hummels et al., 2013; Moum et al., 2013). In the tropical Atlantic, previous studies of mixing have focused mainly on the eastern equatorial region, where mean cooling from turbulent mixing is large (Jouanno et al., 2011; Figure 1). Direct measurements of mixing near the equator in the Atlantic show strong seasonality and zonal dependence of the vertical turbulent heat flux, with strongest cooling near 10°W in boreal summer (Hummels et al., 2013). The seasonal and zonal variations appear to be driven by stratification and vertical shear of horizontal velocity. The shear variance below the mixed layer generally follows the seasonal cycle of near-surface currents, reaching a maximum in boreal spring and early summer and a minimum in September. Shear variance is larger and the thermocline is shallower between 10°W and 0° than between 10°W and 23°W (Jouanno et al., 2011). However, stratification is stronger east of 10°W, likely due to enhanced salinity stratification from precipitation and river outflow in the Gulf of Guinea (Jouanno et al., 2011). The enhanced stratification acts to stabilize the flow so that the greatest instability (i.e., lowest Richardson number) and turbulent cooling occur in the central equatorial Atlantic (near 10°W) during boreal summer and fall.

These earlier results in the equatorial Atlantic emphasize the complex interplay between velocity shear and stratification. They also suggest that direct surface wind- and buoyancy-forced turbulence may make only minor contributions to turbulent cooling since the magnitudes of these terms are similar in the equatorial and off-equatorial regions, yet cooling is much weaker outside of 2°S to 2°N. Indeed, microstructure profiles have revealed cooling of less than 15 W m⁻² poleward of 2° of latitude, with no spatial or seasonal dependence, in contrast to cooling of 95 W m⁻² on the equator between 10°W and 23°W (Hummels et al., 2013, 2014). However, there is also evidence that near-inertial wave (NIW) events may contribute a substantial amount of cooling (Jochum et al., 2013). NIWs typically have frequencies close to the local Coriolis parameter, which translates to periods of about 2–2.5 days at 11.5°N. They have been shown to dissipate a substantial amount of internal wave energy in the global ocean and can be resonantly forced by wind stress with near-inertial frequencies (Alford et al., 2016; MacKinnon et al., 2017; Pollard & Millard, 1970).

Indirectly, heat budget residuals also suggest significant annual mean and seasonally varying turbulent cooling off the equator (Figure 1; Foltz & McPhaden, 2009; Foltz et al., 2013, 2018). At most locations, turbulent cooling was found to be strongest during the seasons when the wind is weakest and the mixed layer is thinnest (Foltz et al., 2018), suggesting that seasonal changes in winds and surface heat and buoyancy fluxes cannot directly explain the pronounced seasonal cycles of turbulent cooling. It is unknown what drives the seasonal cycle of off-equatorial cooling in the absence of the strong mean vertical current shear that exists between 2°S and 2°N associated with the westward South Equatorial Current and the underlying eastward Equatorial Undercurrent. Close to the mean latitude of the ITCZ (~2–5°N), one possibility is enhanced mixing from tropical instability waves (TIWs). TIWs form vortices centered at about 4° latitude, with periods of 20–50 days and advect cooler equatorial SSTs northward at their leading edges (Athie & Marin, 2008; Caltabiano et al., 2005; Perez et al., 2012, 2019). They tend to be strongest in boreal summer, when the equatorial cold tongue of SST is well developed and there is strong meridional shear of the zonal currents between the westward South Equatorial Current and the eastward North Equatorial Countercurrent (Grodsky et al., 2005; von Schuckmann et al., 2008). In the equatorial Pacific, TIWs have been found to affect shear, stratification, turbulent mixing, and SST cooling (Moum et al., 2009; Inoue et al., 2012, 2019). They have also been hypothesized to play an important role in the mixed layer heat budget of the equatorial Atlantic (Foltz et al., 2003; Hummels et al., 2013; Jochum et al., 2004).

In this study we examine vertical turbulent cooling in the ITCZ and tropical North Atlantic trade wind regions, where there are distinct seasonal cycles of the mixed layer heat budget residual (Foltz et al., 2018; red contours in Figure 1). Our analysis combines measurements from long-term moored buoys and a glider and one-dimensional models to quantify seasonal variations of turbulent cooling. In contrast, most previous studies have focused mainly on the equatorial Atlantic and have used either heat budget residual estimates or microstructure profiles, from which it is difficult to resolve the seasonal cycle, or have relied entirely on ocean general circulation models.
2. Data and Methods

2.1. PIRATA Mooring Data

The main data set consists of hourly measurements from two buoys of the Prediction and Research Moored Array in the Tropical Atlantic (PIRATA; Bourlès et al., 2019; https://www.pmel.noaa.gov/tao/drupal/disdel/) located at 4°N, 23°W and 15°N, 38°W. These moorings are subsequently referred to as 4°N and 15°N, respectively. Measurements from 4°N began in June 2006 and at 15°N in February 1998. Both moorings make standard meteorological measurements as well as ocean temperature, salinity, and horizontal velocity (Figure 2). During March 2017 to March 2018 and May–October 2019, the 4°N mooring was augmented with 10 additional current meters (Figure 2; Perez et al., 2019). Missing velocity data at a depth of 7 m (January–March 2018) are filled using linear extrapolation based on the values at 12 and 17 m. Missing data at 37 m (June 2017 to March 2018) are filled with linear interpolation. Missing temperature data at the same depths are filled with linear interpolation. At 4°N, two different mixing parameterizations are used to estimate the vertical eddy diffusivity, given hourly measurements from the mooring (see section 2.4). The diffusivity estimates are combined with temperature measurements from the mooring to calculate the vertical turbulent heat flux.

At 15°N, there is no period with additional ocean velocity measurements for calculating shear and its impacts on vertical mixing. Therefore, the vertical turbulent heat flux at 15°N is estimated using a prognostic one-dimensional model initialized and forced with mooring data (see section 2.5). We use data during 2001–2004, 2006, 2007, and 2012, when hourly shortwave radiation measurements are available from the mooring to force the model.

In addition to hourly measurements directly from the moorings, at 4°N and 15°N we use the enhanced PIRATA data set (ePIRATA; Foltz et al., 2018; http://www.aoml.noaa.gov/phod/epirata/). At 15°N, daily ePIRATA winds and latent, sensible, and longwave fluxes are used to force the one-dimensional ocean model along with hourly solar radiation directly from the mooring. We also use daily ePIRATA ocean temperature and salinity, available at depths of 1 m and at 5-m intervals between 5 m and 200 m, to initialize the model at 15°N. At both locations, ePIRATA also provides estimates of vertical turbulent cooling of the mixed layer that are independent from those of the mixing parameterizations and one-dimensional model mentioned previously in this section. The rate of cooling is calculated as the ePIRATA heat budget residual ($R$), equal to the mixed layer heat storage rate minus the sum of the net surface heat flux absorbed in the mixed layer and horizontal advection: $R = \rho_c h dT/dt - (Q_0 - \rho c_v h V \cdot \nabla T)$. Here $\rho$ is seawater density and $c_p$ is the specific heat, $h$ is mixed layer depth (MLD), $T$ is vertically averaged mixed layer temperature, $Q_0$ is the net surface heat flux, and $v$ is horizontal velocity vertically averaged in the mixed layer. The $V \cdot \nabla T$ term is calculated using centered differences of daily 1° × 1° microwave-infrared satellite SST (http://www.remss.com/measurements/...
Figure 2. Ocean temperature ($T$), salinity ($S$), and velocity ($v$), and atmospheric measurements, available from the PIRATA moorings used in this study.

Sea-surface-temperature ($T_s$). Error bars for the monthly mean seasonal cycle of the residual are calculated from the daily errors in ePIRATA, using a decorrelation time scale of 3 days and assuming monthly means for each year are independent of the monthly means in other years, following Foltz et al. (2018). The ePIRATA residuals represent vertical turbulent mixing and entrainment, the latter resulting from the combination of mixed layer deepening and divergence: $w_e = \partial h/\partial t + \nabla \cdot \mathbf{v}$, where $w_e$ is entrainment velocity (Stevenson & Niiler, 1983). The residuals also contain the accumulation of errors from other terms in the heat budget. It is important to take these errors into account when interpreting the residuals in terms of physical processes.

2.2. Glider Turbulence Data

Glider data used for this study were collected during the seventeenth deployment of glider IFM02 (Institut für Meereskunde 02) at 5°N, 23°W between 30 October and 6 November 2012. During this mission, the glider profiled along three waypoints set up in a triangle having edge length of four nautical miles about the deployment position. Details of the mission are provided at this site (https://gliderweb.geomar.de/html/real_glider.html). IFM02 is a Teledyne WebbResearch G1 deep glider (short version) equipped with an unpumped CTD and additional sensors measuring oxygen, fluorescence, and turbidity. A microstructure probe (MicroRider, s/n 38, Rockland Scientific) was mounted to the top of the glider. Two shear and two fast thermistor sensors were attached to the tip of the MicroRider. During the mission, the sampling rate of velocity, pressure, pitch and roll, and temperature was 64 Hz, while shear, temperature gradient, and accelerometer data were sampled at 512 Hz. The glider dove to 900 m depth and surfaced after each dive for data transmission. We use 108 microstructure profiles collected during the upcasts and downcasts.

Standard postprocessing procedures were applied to determine dissipation rates of turbulent kinetic energy ($\epsilon$, m$^2$ s$^{-3}$) from the microstructure shear data (e.g., Fer et al., 2014; Schafstall et al., 2010). Glider velocity
was determined using a dynamic flight model, which was shown to contribute only minorly to uncertainty in $\varepsilon$ (Merckelbach et al., 2019). Estimates of $\varepsilon$ were derived by integrating shear spectra from 1,024 data points assuming isotropic turbulence while correcting for the shear probe’s spatial response (e.g., Fer et al., 2014). We did not apply a Goodman-filter (Goodman et al., 2006) that removes shear data coherent with the MicroRider’s accelerometer readings. However, careful editing for outliers was necessary to exclude data spikes originating mainly from collisions of the shear sensors with small particles predominately in the deep chlorophyll layer. Finally, turbulent diffusivities ($K_v$) were calculated from $\varepsilon$ and the square of the buoyancy frequency, $N^2 = -g/\rho \partial \rho / \partial z$, using $K_v = \Gamma \varepsilon / N^2$ (Osborn, 1980) and $\Gamma = 0.2$. Because of the limited duration of the glider measurements, they are used mainly to validate the model results at 4°N (see section 2.4).

2.3. Ocean Temperature, Surface Heat Flux, and Reanalysis Data

We use three gridded data sets to determine the spatial distribution of the mixed layer heat budget residual and near-surface winds shown in Figure 1, providing context for our results at fixed mooring locations. For this residual calculation, we omit horizontal advection because of large uncertainties in horizontal mixed layer velocity from satellite-based and reanalysis products (Foltz et al., 2018). The mixed layer heat storage rate is calculated using monthly microwave-infrared satellite SST and MLD based on monthly EN4.2.1 temperature and salinity (Good et al., 2013; https://www.metoffice.gov.uk/hadobs/en4/download-en4-2-1.html). For this calculation and the analysis of glider data, we calculate MLD using the criterion of a 0.12 kg m$^{-3}$ increase in density from a depth of 5 m, the uppermost level available. The surface heat flux consists of latent, sensible, longwave, and shortwave components and is obtained from the TropFlux monthly data set along with near-surface wind velocity (Kumar et al., 2012; http://www.incois.gov.in/tropflux/).

We use an albedo of 6% and calculate the amount of shortwave radiation absorbed in the mixed layer as $Q_{abs} = Q_{sfc}(1 - 0.47e^{-0.15})$, where $Q_{sfc}$ is the net surface shortwave radiation and $h$ is MLD in meters (Foltz et al., 2003; Wang & McPhaden, 1999). All terms are calculated for the period 2003–2017 and then averaged to monthly climatologies on a 1° grid.

2.4. Mixing Parameterizations and Calculation of the Vertical Turbulent Heat Flux at 4°N

2.4.1. KPP

At 4°N we calculate $K_v$ using the ocean interior portion of the K-profile parameterization (KPP; Large et al., 1994; Smyth et al., 2002). The model represents turbulent mixing as the sum of a background diffusivity of 10$^{-5}$ m$^2$ s$^{-1}$ and shear-induced mixing based on the local gradient Richardson number, $Ri = N^2/S^2$, where $S^2 = (\partial u/\partial z)^2 + (\partial v/\partial z)^2$ is the square of the vertical shear of the horizontal velocity, $u$ is zonal velocity, and $v$ is meridional velocity. Here we set the background diffusivity to zero because our direct measurements of velocity include processes such as internal waves that ocean circulation models do not resolve well. $K_v$ increases above zero as $Ri$ decreases below a critical value, $Ri_0$. For $0 < Ri < R_i_0$ it is parameterized as

$$K_v = K_v^0 \left[1 - \left(\frac{Ri}{Ri_0}\right)^2\right]^3$$

(1)

where $K_v^0 = 5 \times 10^{-3}$ m$^2$ s$^{-1}$ (Smyth et al., 2002). Large et al. (1994) set $Ri_0 = 0.7$. Here we use a lower value of $Ri_0 = 0.45$ because we have direct measurements of hourly velocity shear and stratification. The specific value of 0.45 was chosen to match that in a different parameterization used to validate KPP (described below). Table 1 summarizes the KPP setup.

2.4.2. KWB

In addition to KPP, we apply the parameterization of Kunze et al. (1990), hereafter KWB, to the hourly data at 4°N. The turbulent dissipation rate is given as

$$\varepsilon = \frac{\Delta z^2}{96} \left(S^2 - \frac{N^2}{Ri_0}\right) \left(S - \frac{N}{\sqrt{Ri_0}}\right)$$

(2)

where $\Delta z$ is the vertical resolution at which $N$ and $S = \sqrt{S^2}$ are calculated, and the quantities in brackets are set to zero if they are less than zero (i.e., $Ri > R_i_0$; Kunze et al., 1990; Peters et al., 1995; Polzin, 1996; Wenegrat & McPhaden, 2015). Here we set $Ri_0 = 0.45$, which gives the best fit to observations for our vertical spacing of 5–10 m (Polzin, 1996). From $\varepsilon$ we calculate diffusivity as described in section 2.2: $K_v = \Gamma \varepsilon / N^2$. 

---

**Table 1**

<table>
<thead>
<tr>
<th>Parameterization</th>
<th>Setup</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPP</td>
<td>$K_v^0 = 5 \times 10^{-3}$ m$^2$ s$^{-1}$</td>
<td>Large et al. (1994) set $Ri_0 = 0.7$. Here we use a lower value of $Ri_0 = 0.45$ because we have direct measurements of hourly velocity shear and stratification. The specific value of 0.45 was chosen to match that in a different parameterization used to validate KPP (described below). Table 1 summarizes the KPP setup.</td>
</tr>
<tr>
<td>KWB</td>
<td>$Ri_0 = 0.45$</td>
<td>Here we set $Ri_0 = 0.45$, which gives the best fit to observations for our vertical spacing of 5–10 m (Polzin, 1996). From $\varepsilon$ we calculate diffusivity as described in section 2.2: $K_v = \Gamma \varepsilon / N^2$.</td>
</tr>
</tbody>
</table>
### Table 1

Details of the Mixing Parameterizations and Model Experiments at 4°N, 23°W and 15°N, 38°W

<table>
<thead>
<tr>
<th>Parameterization/model</th>
<th>4°N, 23°W</th>
<th>15°N, 38°W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input/forcing</td>
<td>Hourly $T(z), S(z), v(z)$</td>
<td>Hourly shortwave daily winds, latent, sensible, longwave, $E - P$</td>
</tr>
<tr>
<td>Initialization</td>
<td>None (parameterization)</td>
<td>Daily ePIRATA $T(z), S(z)$ at beginning of each month</td>
</tr>
<tr>
<td>Output</td>
<td>Vertical diffusivity ($K_v$)</td>
<td>$T(z), S(z), v(z)$</td>
</tr>
<tr>
<td>Experiments</td>
<td>CONTROL $TIW_{rem}, NIW_{rem}, HFV_{rem}$</td>
<td>CONTROL Daily mean shortwave</td>
</tr>
</tbody>
</table>

#### 2.4.3. Validation of KPP and KWB

The glider microstructure measurements acquired during 30 October to 6 November 2012 near 5°N, 23°W provide an opportunity to evaluate the performances of the KPP and KWB parameterizations. Hourly mooring data during 17 October to 15 November 2017 are used for this comparison. Because the mooring data and microstructure observations were obtained during different years and the microstructure observations cover only one week, a detailed comparison cannot be made. Instead, we compare the statistics of the observed and modeled diffusivities beneath the mixed layer.

The parameterizations appear to overestimate diffusivity between the MLD and 30 m below the mixed layer (Figure 3). Averaged between the MLD and 2 m below the mixed layer, the mean diffusivities from KPP and KWB are $1.5 \times 10^{-4}$ m$^2$ s$^{-1}$ and $8.8 \times 10^{-5}$ m$^2$ s$^{-1}$, respectively, compared to $1.5 \times 10^{-5}$ m$^2$ s$^{-1}$ based on microstructure measurements. The parameterizations also have higher percentages of large diffusivities ($> 5 \times 10^{-5}$ m$^2$ s$^{-1}$) between the MLD and 30 m below the mixed layer: 15% and 13% for KPP and KWB, respectively, and 3% for microstructure. To balance these larger values, the parameterizations have higher percentages of very low diffusivity values ($<10^{-8}$ m$^2$ s$^{-1}$, not shown in Figures 3a and 3b) 0–2 m below the mixed layer: 80% and 79% for KPP and KWB, respectively. These small diffusivities are almost never observed (Figure 3c) because they are within the noise level of the instrument. Based on the similarities between the diffusivities from KPP and KWB, in the remainder of the paper we show results only for KPP except to compare KPP- and KWB-derived monthly mean turbulent heat fluxes in section 3.1.

#### 2.4.4. Calculation of the Vertical Turbulent Heat Flux

At 4°N, vertical turbulent cooling of the mixed layer is calculated using the vertical profiles of $K_v$ from the KPP parameterization and profiles of temperature and salinity from the mooring. First, from hourly temperature and salinity we define the MLD as the shallowest depth at which density is 0.12 kg m$^{-3}$ greater than the value at a depth of 1 m. The vertical turbulent heat flux is then calculated as $Q_h = -\rho c_p K_v \partial T / \partial z$, where $T$ is ocean temperature, $K_v$ is evaluated at the base of the mixed layer, and $\partial T / \partial z$ is calculated between the MLD and 10 m below the mixed layer.

We perform several experiments with KPP. To test the impact of high-frequency (periods less than 2 days) variations of temperature and current shear on mixing, we average temperature, salinity, and velocity to daily means before running the KPP model (experiment $HFV_{rem}$, where “rem” stands for “removed”). To look at the impact of NIWs, we remove 5.5–9 day band-pass filtered temperature, salinity, and velocity at each depth from the full time series (experiment $NIW_{rem}$). Similarly, we remove 20–50 day band-pass filtered time series to investigate the contribution from TIWs ($TIW_{rem}$), consistent with the method used in Perez et al. (2012). The experiments are summarized in Table 1.
Figure 3. Vertical eddy diffusivity below the mixed layer from mixing parameterizations and microstructure observations. (a) KPP during 17 October to 15 November 2017. (b) KWB during 17 October to 15 November 2017. (c) Microstructure during 30 October to 6 November 2012. Dots show hourly data from the parameterizations and individual microstructure profiles. Black lines are averages at each depth. Gray shading in (c) indicates the 95% confidence level based on a bootstrap technique (Schafstall et al., 2010).

2.5. One-Dimensional MLD and Calculation of the Vertical Turbulent Heat Flux at 15°N

At 15°N, in contrast to 4°N, we do not have direct measurements of current shear from which to calculate diffusivity and the turbulent heat flux. We therefore rely on the Price-Weller-Pinkel (PWP) model (Price et al., 1986) to provide time series of ocean temperature, from which the vertical turbulent heat flux at the base of the mixed layer can be inferred using the heat budget residual technique. There are several reasons for using PWP to estimate vertical turbulent cooling. First, PWP provides an estimate that is, to a large extent, independent of that obtained from the mooring heat budget residual, since PWP calculates its own ocean temperature, salinity, velocity, and mixing. In addition, the higher vertical resolution of PWP compared to the mooring allows PWP to resolve the diurnal cycle much better, and with PWP we can perform experiments to isolate the importance of the diurnal cycle for vertical turbulent cooling.

2.5.1. Model Setup

We use hourly shortwave radiation directly from the mooring and daily wind stress, latent, sensible, and longwave heat fluxes, and evaporation minus precipitation ($E - P$) from ePIRATA to force the PWP model. We found that results are essentially the same if we use hourly winds, latent, sensible, longwave, and $E - P$ instead of daily. Using hourly shortwave and daily averages of the other forcing terms allows us to run the model over a longer period of time, since there are more gaps in the hourly records. At each time step, solar
Radiation is absorbed with a double exponential depth dependence (Kraus, 1972; Paulson & Simpson, 1977) and the surface heat and moisture fluxes are applied to the top grid level (i.e., the surface). The density profile is then adjusted to achieve static stability. Wind stress is absorbed in the mixed layer and entrainment occurs until the bulk Richardson number, $Ri_b = \frac{\Delta \rho}{\rho_o \Delta v^2}$, is greater than 0.65. Here $\Delta \rho$ and $\Delta v$ are differences of density and velocity, respectively, between the mixed layer and immediately beneath. Mixing of adjacent vertical grid levels is then carried out until $Ri$ (the gradient Richardson number) is greater than 0.25.

At the beginning of each month of each year (2001–2004, 2006, 2007, and 2012), we initialize the model with temperature and salinity from ePIRATA at 15°N. These initial temperature and salinity profiles are averaged over the 5 days prior to the start of each month, then the model is run for 1 month using a time increment of 15 min and a vertical resolution of 1 m. A similar methodology was used by Rugg et al. (2016). This gives 84 different 1-month model runs (12 months from each of 7 years) with temperature, salinity, and velocity in the upper 200 m. The advantage of this technique is that it ensures that the modeled temperature does not drift far from the observations (Figures 4, 5a, and 5b). Table 1 summarizes the model setup.

The seasonal cycles of SST standard deviation (SD) from the model and the mooring, calculated using only periods when data from both are available, show maxima in July–August and December–February (solid lines in Figure 5a). The model overestimates SST variability on time scales of ~3–6 days during August–December (Figure 4a), causing the monthly variances to be too high (Figure 5a). However, diurnal SST variance is very well simulated by the model (compare dashed lines in Figure 5a). At depths of 40 and 60 m the model's temperature variance agrees well with the mooring's during January–May but underestimates it during June–December (Figure 5b). The underestimation is most pronounced in the thermocline, which is located near 40 m in September and 60 m in November–December. This is likely due to the lack of remotely generated signals, such as internal waves, in the PWP model.

The model underestimates velocity variance at a depth of 10 m compared to direct measurements from the mooring (Figures 5c and 5d). This is also likely due to the absence of remotely generated waves and currents in the model. Indeed, the underestimation is most pronounced for superinertial frequencies (periods less than about 1.5 days), with monthly variances at 10 m depth in the model that are a factor of 3–12 lower compared to direct measurements from the mooring (not shown). This is not surprising because the model is forced only by local winds. When all frequencies are included, the model's velocity variance is about a factor of 5 too low and the seasonality is too weak (compare solid lines in Figures 5c and 5d). The large peak in inertial velocity variance present in the mooring data is also much weaker in the model (dashed lines...
Figure 5. Comparison of temperature and velocity from the 15°N, 38°W buoy and from PWP. Shown are monthly standard deviations for each calendar month. (a) SST (solid) and diurnal (12–36 hr band-pass filtered) SST (dashed). (b) Temperature at a depth of 40 (solid) and 60 m (dashed). (c) Zonal velocity at a depth of 10 m (solid) and near-inertial wave (1.5–2.5 day band-pass filtered) zonal velocity (dashed). (d) Same as (c) but for meridional velocity.

Because of the limitations of the PWP model at 15°N, these experiments are used mainly to test the extent to which direct wind and buoyancy forcing contribute to turbulent cooling of the mixed layer. In contrast, at 4°N the full oceanic conditions are more realistically represented by the direct measurements from the mooring that include velocity shear, and the use of the PWP model is not required.

2.5.2. Calculation of the Vertical Turbulent Heat Flux

At 15°N we calculate vertical turbulent cooling as the residual in the PWP mixed layer heat balance since the model does not generate a vertical eddy diffusivity:

$$ R_{PWP_t} = \rho_c p \left( \frac{h_t + h_{t+1}}{2} - \frac{\bar{T}_{t+1} - \bar{T}_t}{\Delta t} \right) - Q_t $$

Here the subscript $t$ refers to the model time step, $\Delta t = 15$ min, $h$ is MLD calculated using the criterion of an increase in density of 0.12 kg m$^{-3}$ from a depth of 1 m, and $Q_t$ is the surface heat flux after accounting for solar radiation that penetrates through the base of the mixed layer. Horizontal heat advection is zero because the model is one-dimensional. To estimate the impact of the diurnal cycle on mixing and turbulent cooling at 15°N we calculate the difference in $R_{PWP}$ between the model control run with forcing from hourly solar radiation and a run with daily solar radiation (see Table 1).
3. Results

3.1. ITCZ Region: 4°N, 23°W

3.1.1. Observed Seasonal and Higher-Frequency Variability

At 4°N surface winds are weakest during boreal winter and spring, when the core of the ITCZ is located between the equator and 5°N (Chiang et al., 2002). When the ITCZ moves northward during boreal summer, winds increase, MLD increases, and SST decreases from 29 to 28 °C (Figures 6a–6c). There are strong meridional and weaker zonal velocity fluctuations from TIWs during June–August in 2017 and 2019 and to a lesser extent during October–December 2017 (Figures 6d and 6e). Below the mixed layer, stratification tends to be strongest during boreal winter and spring, when the mixed layer is thinnest (Figure 7a). Shear is generally largest below the mixed layer and becomes very small when the mixed layer is thickest in August–September (Figure 7b). To assess the likelihood of mixing, we consider the reduced $S^2$: $S^2_{\text{red}} = S^2 - 4N^2$ (Kunze et al., 1990; Wenegrat & McPhaden, 2015). When $S^2_{\text{red}} > 0$, $R_i < 0.25$ and the flow is more likely to be unstable. Near the base of the mixed layer, $S^2_{\text{red}} > 0$ is most often found during May–July (pink shading in Figure 7c), when the MLD is increasing and TIWs are active.

Stratification at the base of the mixed layer (hereafter $N^2_h$) does not have a strong seasonality and instead is dominated by intraseasonal fluctuations during July–August 2017 and 2019 and higher-frequency variations throughout the year (Figure 8a). In contrast, there is a seasonal minimum in $S^2$ at the base of the mixed layer (hereafter $S^2_h$) during August–September 2017 and 2019 as well as strong higher-frequency variability throughout the year (Figure 8b). There is consistently high stability ($S^2_{\text{red}} < 0$) at the base of the mixed layer during mid-February through March 2018 and mid-August through September of both years. The likelihood of instability is greater during the TIW season (May through early August) and also in October 2017 through mid-February 2018, when $S^2_{\text{red}}$ occasionally becomes positive (Figure 8c). As a result, the largest $K_v$ at the base
Figure 7. Stratification, shear, and stability at 4°N. (a) \(N^2 = -g/\rho \partial \rho / \partial z\), (b) velocity shear squared \((S^2)\), and (c) reduced \(S^2\). White lines in panels (a) and (b) and black line in panel (c) show the mixed layer depth.

The results in Figures 7 and 8 suggest that seasonal changes in MLD may affect \(S^2_h\), \(K_{vh}\), and \(Q_h\), with negative values representing cooling) occur during May–July and November–January (Figures 8d and 8e).
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Figure 8. Conditions at the base of the mixed layer at 4°N. (a) $N^2$, (b) $S^2$, (c) reduced $S^2$, (d) eddy diffusivity, and (e) vertical turbulent heat flux.

composites using data only when the smoothed wind speed is less than 3 m s$^{-1}$ (magenta lines in Figure 10a). Gentemann et al. (2003) show that the diurnal cycle of SST is strongest for wind speeds below this threshold.

The diurnal SST composite shows a maximum during 15:00–17:00 local time that is about 0.4 °C warmer than the nighttime minimum (Figure 10b). Note that this composite diurnal amplitude is considerably smaller than the maximum amplitudes observed on individual days (Figure 9a). The peak in the diurnal composite of SST is associated with a minimum in MLD. Near-surface zonal velocity, measured at a depth of 7 m, peaks around noon, and there is not a clear diurnal cycle in meridional velocity (Figure 10c). However, $S^2_h$ is largest at night and decreases rapidly between 8:00 and 10:00 as SST increases and MLD shoals (Figure 10d). This indicates that diurnally varying currents do not have a significant impact on $S^2_h$. Instead,
Figure 9. Measurements from the 4°N mooring during March–April 2017. (a) SST, (b) temperature, (c) zonal velocity, (d) meridional velocity, and (e) $S^2$. Black lines in panels (a)–(d) and gray line in panel (e) indicate the mixed layer depth.

$S^2$ increases as the mixed layer thickens and extends into the region with higher $S^2$ in the upper thermocline (Figures 7a, 7b, and 9e). $N^2_h$ tends to be largest between 12:00 and 18:00, but its diurnal cycle is less pronounced than $S^2_h$. Not surprisingly, $K_v$ tends to be largest and $Q_h$ strongest during the night and early morning, when $S^2_h$ is largest and $N^2_h$ is weakest (Figure 10e).

Despite significant diurnal variations of $S^2_h$ and mixing, the diurnal cycle does not appear to have a large impact on the annual mean or seasonal cycle of $Q_h$. During periods with wind speed less than 3 m s$^{-1}$, the mean $Q_h$ is $-21$ W m$^{-2}$, compared to $-20$ W m$^{-2}$ for wind speed greater than 3 m s$^{-1}$. These calculations were performed during March–May 2017, when the mean MLD and SST are similar, though results are similar when other time periods are considered.

In contrast, there are significant differences in the mean state during periods with high- and low-NIW energy. Here we define periods of high-NIW energy as those for which the 5.5–9 day band-pass filtered $u^2 + v^2$ at a depth of 7 m is greater than 1 SD ($\sigma$) above its mean ($\mu$) (Figure 11a). Low-NIW energy is defined as less than the mean energy minus 75% of the SD (i.e., $\mu - 0.75\sigma$). On average, when there are strong NIWs, the mixed layer is thinner, stratification is weaker, $S^2_h$ is stronger, $K_v$ is higher, and cooling from $Q_h$ is larger (Figure 11b). These results contrast with those of the diurnal cycle, which show that a thinner mixed layer is associated with weaker $S^2_h$, smaller $K_v$, and reduced cooling from $Q_h$. The difference may be related to the preference for stronger NIWs to occur when the mixed layer is thin, possibly due to stronger sensitivity of near-surface currents to wind forcing (e.g., D'Asaro, 1985). However, the diurnal cycle is strongest when winds are weak so that the afternoon minimum in MLD does not result in significantly enhanced shear. Results for NIWs are similar when currents at other depths such as 17 and 27 m are used to define NIW.
energy. However, at deeper levels the NIW energy signal becomes much weaker and the differences between the high- and low-NIW energy composites are smaller.

To examine the impact of TIWs on mixing we used a similar methodology. The TIW energy is defined as the 20–50 day band-pass filtered $u^2 + v^2$ at a depth of 7 m. High-TIW energy is defined as $>1$ SD above the mean, and low-TIW energy is defined as less than the mean minus 40% of the SD (Figure 12a). The mean differences in MLD and stratification between high-TIW energy and low-TIW energy periods are small, but there are large differences in $S_h^2$, $K_v$, and $Q_h$ (Figure 12b). TIWs generate stronger $S_h^2$, larger $K_v$, and stronger cooling from $Q_h$. On average, $Q_h$ is 38 W m$^{-2}$ during periods with strong TIWs and 19 W m$^{-2}$ during periods without TIWs, a difference that is significant at the 99% level.

3.1.3. Seasonal Cycle of Turbulent Cooling and Comparison to Heat Budget Residual

The monthly mean time series of $Q_h$, calculated from the KPP $K_v$ and the mooring $\partial T/\partial t$, show strongest cooling during May–July and weakest cooling in August–October and March–April (solid black and red curves in Figure 13a). There is generally good agreement between $Q_h$ estimated from KPP and KWB in terms
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Figure 10. Diurnal variability at 4°N. (a) Diurnal SST amplitude, defined as the square of each hourly value relative to the daily mean (red), and hours identified as having a strong diurnal cycle (magenta). Diurnal composites, based on periods identified in magenta in (a), of (b) mixed layer depth and SST, (c) zonal and meridional velocity at a depth of 7 m, (d) $N^2$ and $S^2$ at the base of the mixed layer, and (e) diffusivity and vertical turbulent heat flux at the base of the mixed layer.
Figure 11. Near-inertial wave (NIW) activity at 4°N. (a) NIW energy, defined as the square of the hourly NIW current speeds at a depth of 7 m (red), and thresholds used to define strong and weak NIW activity (dashed black lines). (b) Composites for high- and low-NIW activity, based on values above and below the upper and lower thresholds, respectively, in (a). All values have been divided by their respective means calculated from all high- and low-NIW periods combined. The means are $33 \text{ m}, 2.2 \times 10^{-4} \text{ s}^{-2}, 1.5 \times 10^{-4} \text{ s}^{-2}, 1.8 \times 10^{-4} \text{ m}^2 \text{s}^{-1}$, and $-14 \text{ W m}^{-2}$ for MLD, $N_h^2$, $S_h^2$, $K_{v-h}$, and $Q_h$, respectively. Error bars in panel (b) represent 2 standard errors from the mean.

The largest discrepancy is in February–April, when KPP and KWB predict very little cooling and the heat budget residual shows cooling of 30–35 W m$^{-2}$.

Figure 12. Tropical instability wave (TIW) activity at 4°N. (a) TIW energy, defined as the square of the hourly TIW current speeds at a depth of 7 m (red), and thresholds used to define strong and weak TIW activity (dashed black lines). (b) Composites for high- and low-TIW activity, based on values above and below the upper and lower thresholds, respectively, in (a). All values have been divided by their respective means calculated from all high- and low-TIW periods combined. The means are $45 \text{ m}, 2.2 \times 10^{-4} \text{ s}^{-2}, 1.3 \times 10^{-4} \text{ s}^{-2}, 1.7 \times 10^{-4} \text{ m}^2 \text{s}^{-1}$, and $-25 \text{ W m}^{-2}$ for MLD, $N_h^2$, $S_h^2$, $K_{v-h}$, and $Q_h$, respectively. Error bars in panel (b) represent 2 standard errors from the mean.
Variability on several different time scales contributes to $Q_h$ at 4°N, based on experiments with KPP during 2017–2018 (Figure 13b). High-frequency variability (periods less than 2 days, excluding the diurnal cycle) appears to generate the most cooling over the course of the year (compare black curve (CONTROL) in Figure 13b to green curve (HFVrem)). Consistent with the composite results presented earlier, the diurnal cycle does not contribute strongly, explaining only about 25% of $Q_h$ in May and close to zero during other months. Most of the reduction in $Q_h$ in HFVrem compared to CONTROL is due to variability with periods less than 20 hr. NIWs are less important than high-frequency variability but are responsible for $\sim 10$ W m$^{-2}$ of cooling on average during November–February and about 20 W m$^{-2}$ in May (difference between blue and black curves in Figure 13b). The impact of TIWs on $Q_h$ is similar to that of NIWs with the exception of July, when TIWs are responsible for more than 30 W m$^{-2}$ of cooling compared to slight warming for NIWs (compare red and blue curves in Figure 13b). During most months, the sum of $Q_h$ from TIWs, NIWs, and high-frequency variability exceeds the cooling from the model’s control run, indicating that there are nonlinear effects operating across time scales. This is not surprising, given the nonlinear nature of mixing, and it makes the total contribution from any one process difficult to quantify exactly.
3.2. Trade Wind Region: 15°N, 38°W

The PIRATA mooring at 15°N is located to the north of the ITCZ throughout most of the year, in contrast to 4°N. Mean wind stress is higher at 15°N, with a record length mean of 0.052 N m⁻², more than double that at 4°N, 23°W (0.025 N m⁻²). At 15°N, the weakest winds occur during August–November (shown for 2004 in Figure 14a), compared to December–June at 4°N. At 15°N the SD of daily wind stress magnitude during August–November is almost twice as large as that during the December–June low-wind period at 4°N (0.021 N m⁻² compared to 0.012 N m⁻²). Despite differences in winds, the seasonal amplitudes of MLD are similar between the locations, ranging from ~20 m to 60–80 m, with smallest values when winds are weakest (Figure 14b). We show only the results from 2004 in Figure 14 in order to emphasize submonthly time scales, but results are similar for the other years considered (2001–2003, 2006, 2007, and 2012).
Variability of near-surface currents at 15°N is strongest during August–September, when the mixed layer is thinnest. Note that the velocity field at this location is obtained from the PWP model, which is forced only with local winds and surface fluxes and does not include any remote influences. Large increases in current speed occur during sharp increases in wind stress that follow calmer conditions (Figure 14b). During these events, NIWs are excited in the mixed layer (upper 30–40 m). The calm conditions preceding the wind events allow SST to increase by as much as 2 °C (Figure 14c). Strong mixing and turbulent cooling then occur with the increasing wind, thickening the mixed layer by 10–20 m over several days and entraining colder water from below (Figures 14c and 14d). Here turbulent cooling has been estimated as the residual in the heat budget from PWP (equation (3)). Periods of positive turbulent heat flux in the model (i.e., tending to warm the mixed layer) tend to occur near the peak of the diurnal cycle, when SST is highest and the mixed layer is thinnest. When the net surface heat flux briefly becomes negative due to cloudiness, the model’s ocean surface cools and entrains warmer water from below. In contrast, stronger cooling generally follows later in the day as the net surface heat flux becomes negative for a more extended period of time and the mixed layer thickens and entrains colder water from greater depths. The monthly mean vertical turbulent heat flux shows two peaks of cooling with similar magnitudes (~40–50 W m⁻²; red circles in Figure 14d): one in February–March and another during August–November. Both correspond to periods with strong variability of wind stress and MLD (Figures 14a and 14b).

The seasonal cycle of the PWP heat budget residual (an estimate of turbulent cooling) at 15°N, averaged over all years (2001–2004, 2006, 2007, and 2012), is generally consistent with the results from 2004 (compare red circles in Figure 14d to black curve in Figure 15). Cooling peaks in September at about 30 W m⁻², when winds are weakest on average and the mixed layer is thin, and there is a secondary peak in March–April. When the model is forced with daily solar radiation instead of hourly, the annual mean vertical turbulent cooling decreases from 18 to 9 W m⁻² and the seasonal amplitude, defined as the maximum climatological monthly cooling minus the minimum, decreases from 31 to 28 W m⁻² (compare black and green curves in Figure 15). This suggests that the net cooling from the diurnal cycle (due to nighttime surface cooling and thickening of the mixed layer) is more important in the annual mean than for the seasonal cycle. This is different than the results at 4°N, where the diurnal cycle was found not to have an impact on the mean turbulent cooling.

The magnitude of the modeled cooling at 15°N is smaller than that inferred from the ePIRATA heat budget residual, which reaches 60 W m⁻² in September, but the phases are similar (black and blue curves in Figure 15). The model’s smaller amplitude is likely due in part to its underestimation of near-inertial currents and lack of any remote forcing (Figures 5c and 5d). It is also possible that there are important mixing processes in addition to those caused directly by the local wind and surface buoyancy flux, the only processes included in the PWP model. Based on the results at 4°N, we expect that high-frequency variations in shear are also important at 15°N. This variability is missing in the PWP model because it does not account for nonlocal forcing such as internal waves. To test this, we ran the PWP model at 4°N following the methods used at 15°N and found that the SDs of zonal and meridional velocities with periods less than 2 days are underestimated by about a factor of 40–50 in the upper 20 m compared to direct measurements from the 4°N mooring: PWP SDs range from 0.1–0.25 cm s⁻¹ compared to 6–9 cm s⁻¹ from the mooring. The underestimation is even greater at deeper levels (47–87 m), where the SDs of the observed velocities remain at 6–9 cm s⁻¹ and the PWP SDs drop to less than 0.05 cm s⁻¹. Consistent with what was found at 15°N (Figures 5c and 5d), the PWP model also underestimates near-inertial velocity variability in the upper 40 m at 4°N by a factor of about 6–8 compared to direct measurements from the mooring.

Figure 15. Seasonal cycle of the vertical turbulent heat flux across the base of the mixed layer (\(Q_{h}\)) at 15°N. Monthly climatology (1998–2017) of \(Q_{h}\) estimated from the ePIRATA mixed layer heat budget residual (blue) and monthly climatology (2001–2004, 2006, 2007, and 2012) of \(Q_{h}\) calculated from the PWP model's heat budget residual (black). Green curve is \(Q_{h}\) from PWP forced with daily mean solar radiation instead of hourly. Blue shading indicates error estimates for the ePIRATA heat budget residual.
Despite these limitations of the model, the results at 15°N are generally consistent with those at 4°N. At both locations the maximum cooling occurs at the time of year when winds are weakest on average and the mixed layer is thinnest. During the seasons with strongest turbulent cooling (boreal winter–spring at 4°N and boreal summer–fall at 15°N), it appears that multiple processes on different time scales may be needed to generate the mixing. When variability on one time scale is removed (TTWs, NIWs, or periods less than 2 days at 4°N) or significantly reduced (NIWs and subinertial periods at 15°N in PWP), the cooling is much weaker compared to that of the control run at 4°N and that inferred from the ePIRATA heat budget residual at 15°N.

4. Summary and Discussion

The seasonal cycles of vertical turbulent cooling were investigated at two PIRATA mooring locations: one in the eastern ITCZ region (4°N, 23°W) and one in the trade wind region (15°N, 38°W). At 4°N turbulent cooling was found to be strongest on average in boreal winter and spring, when winds are weakest and the mixed layer is thinnest. During summer, winds increase, the mixed layer thickens, and turbulent cooling across the base of the mixed layer decreases. The amplitude of the seasonal cycle of turbulent cooling is modest, with a peak to peak monthly difference of about 50 W m⁻².

Composite analysis of strong diurnal warming events showed that the largest shear variance, diffusivity, and turbulent cooling at the base of the mixed layer occur at night and in the early morning, when the mixed layer is thickest. However, no rectification onto the mean turbulent cooling was found. Strong NIWs were found to be associated with a thinner mixed layer, stronger shear, and stronger mixing, on average, compared to periods without NIW activity, but there was not a significant difference in turbulent cooling between high- and low-NIW energy periods. Sensitivity tests with the KPP mixing parameterization confirm the importance of variability on multiple time scales, from subdiurnal to inertial and intraseasonal. Enhanced shear from TIWs was found to drive monthly turbulent cooling of 10–30 W m⁻² during May–July in 2017 and 2019.

At 15°N, turbulent cooling was also found to be strongest during the time of year when the mixed layer is thinnest and winds are weakest (boreal summer and fall). The pronounced seasonality was found in a one-dimensional model and the observed heat budget residual. However, there is more uncertainty in the causes of the seasonality at this location because direct measurements of current shear are not available from the PIRATA mooring. The model used to estimate velocity at this location (PWP) was not capable of generating geostrophic shear or remotely generated signals such as internal waves, as only locally forced phenomena are present. As a result, the seasonal amplitude of turbulent cooling estimated by the model was about 50% weaker than that inferred from the observed heat budget residual. It is likely that the absence of superinertial velocity shear and the weaker than observed near-inertial currents in the model were major factors that caused its underestimation of turbulent cooling, though this needs further investigation.

Our results in the ITCZ and trade wind regions contrast with those in the equatorial Atlantic, where the seasonal intensification of the trade winds strengthens surface and subsurface currents and shear-induced mixing (Hummels et al., 2013; Jouanno et al., 2011). Off the equator, we found the opposite: strengthening winds act to deepen the mixed layer and this period of stronger winds and thicker mixed layer is associated with reduced shear-induced mixing. The strong seasonal cycles of turbulent cooling at many off-equatorial locations, and the complex interplay of shear and stratification across a range of time scales, emphasize the need for multiyear measurements of velocity shear and stratification, and ideally microstructure, at one or more PIRATA moorings. The velocity and temperature measurements should be at least hourly and have a vertical resolution of 5 m or better in order to resolve small-scale velocity shear (Perez et al., 2019). In our study we could not diagnose the importance of salinity for mixing because of the coarse vertical spacing of salinity sensors on the moorings. Additional conductivity sensors in the upper 100 m (ideally positioned every 5–10 m) would be very helpful for this purpose.
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