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to explain at least half of the internannual flux variability. 
Our idealised simulations also expose an important role for 
sea surface temperature in setting decadal scale variabil-
ity of air–sea heat fluxes along the Lagrangian pathways. 
These results are consistent with previous studies showing 
that air–sea heat flux variability is driven by the atmosphere 
on interannual time scales over much of the North Atlantic, 
whereas the SST plays a leading role on longer time scales. 
Of particular interest is that the atmospheric control holds 
for the integrated fluxes along 10-day back trajectories 
from western Europe on an interannual time scale, despite 
that many of these trajectories pass over the Gulf Stream 
and its North Atlantic Current extension, regions where 
ocean dynamics influence air–sea heat exchange even on a 
very short time scale.

Keywords Air–sea interaction · Lagrangian method · 
Climate variability 

1 Introduction

Wintertime average surface air temperatures in western 
Europe are warmer than the zonal mean at the equivalent 
latitude by up to 15 K (Fig. 1). The cause of this rela-
tive warmth has traditionally been attributed to poleward 
ocean heat transport by the Gulf Stream extension and its 
subsequent heat release to the atmosphere (Maury 1860). 
A study by Seager et al. (2002) challenged the traditional 
view of ocean heat transport’s central role in mild winters 
in Europe, and offered the alternative hypothesis that the 
zonal asymmetry in wintertime temperature is predomi-
nantly caused by stationary waves set by orographic forc-
ing, with the annually-integrated net ocean heat transport 
convergence playing only a marginal role. This alternative 

Abstract Using a novel Lagrangian approach, we assess 
the relative roles of the atmosphere and ocean in setting 
interannual variability in western European wintertime 
temperatures. We compute sensible and latent heat fluxes 
along atmospheric particle trajectories backtracked in time 
from four western European cities, using a Lagrangian 
atmospheric dispersion model driven with meteorological 
reanalysis data. The material time rate of change in poten-
tial temperature and the surface turbulent fluxes computed 
along the trajectory show a high degree of correlation, 
revealing a dominant control of ocean–atmosphere heat and 
moisture exchange in setting heat flux variability for atmos-
pheric particles en route to western Europe. We conduct 
six idealised simulations in which one or more aspects of 
the climate system is held constant at climatological values 
and these idealised simulations are compared with a control 
simulation, in which all components of the climate system 
vary realistically. The results from these idealised simula-
tions suggest that knowledge of atmospheric pathways is 
essential for reconstructing the interannual variability in 
heat flux and western European wintertime temperature, 
and that variability in these trajectories alone is sufficient 
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argument posits that orographic forcing by the Rock-
ies produces predominantly northwesterly winds over the 
western side of the North Atlantic basin and southwesterly 
winds over the eastern side. While the former brings cold 
continental air masses to northeastern United States, the 
latter brings warm maritime air masses to western Europe, 
thereby creating the zonal asymmetry in temperature. 
Although air mass pathways play a critical role in climate, 
the exact balance of processes setting wintertime Europe’s 
relative warmth remains an active area of debate (Rhines 
et al. 2008).

Importantly, neither the paradigm that sees ocean heat 
transport as the cause of Europe’s mild temperatures nor the 
one that poses a more central role for air mass trajectories 
addresses the question of what controls western European 
climate variability. Much recent work has exposed the rela-
tive contributions of the ocean and atmosphere in setting 
heat flux variability over the North Atlantic, which may 
ultimately influence climate variability in Europe. Dong 

et al. (2007) showed that in the Gulf Stream region, vari-
ability in upper-ocean heat content, which is predominantly 
due to ocean heat transport convergence (Dong and Kelly 
2004), is positively correlated with heat fluxes to the atmos-
phere on interannual to decadal time scales. A similar con-
clusion has been drawn over the Kuroshio extension region 
in the Pacific (Yasuda and Hanawa 1997), and this heat flux 
in turn has been found to significantly impact the overlying 
atmospheric temperature via the perturbation of the surface 
layer heat budget (Yulaeva et al. 2001). On the other hand, 
over the mid-latitude North Atlantic basin interior, Bjerknes 
(1964) surmised that air–sea heat flux variability is driven 
by the atmosphere on interannual and shorter time scales, 
while the ocean is a major driver only on a longer, multi-
decadal time scale. Gulev et al. (2013) provided evidence 
in support of this conjecture using century-long observa-
tional datasets by showing that sea surface temperature 
(SST) and turbulent fluxes are anti-correlated on interan-
nual time scales and positively correlated on multidecadal 
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Fig. 1  a January mean surface temperature [◦C] (sea surface temper-
ature over the ocean and surface air temperature over the land) for 
1981 to 2009, and b deviation of the surface temperature from the 
zonal mean [◦C] for the same period, both constructed with NCEP 

CFSR datasets. The black dashed lines denote the 0 ◦
C contour in 

each plot, while the black squares represent the locations of four 
western European cities investigated in this study
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time scales, thereby suggesting a transition between an 
atmospheric control over turbulent fluxes at short time 
scales to an oceanic control at longer time scales. Buck-
ley et al. (2014) further confirmed that on the interannual 
time scales that are well-represented in an ocean reanalysis 
product (Wunsch and Heimbach 2007) heat flux variability 
is principally controlled by the atmosphere over most of the 
North Atlantic outside the Gulf Stream region, while the 
oceanic convergence of heat is critical in the Gulf Stream 
region.

Because air masses, on their way to western Europe, fre-
quently cross over both the Gulf Stream and the non-Gulf 
Stream part of the basin, it is not clear whether the ocean 
or the atmosphere controls the accumulation of heat along 
the trajectory. This question is therefore ideally addressed 
in a Lagrangian framework. Previous studies attempted to 
answer related questions using an Eulerian approach and 
statistical models (e.g., Blender et al. 2003; Gámiz-Fortis 
et al. 2011; Junge and Stephenson 2003), and generally 
found that knowledge of SST variability yields little predic-
tive skill for European climate on interannual time scales.

Our underlying question of how air mass pathways and 
ocean heat transport contribute to European climate is 
timely, given recent observational evidence of large interan-
nual variability in the mass and heat transport of the Atlan-
tic Meridional Overturning Circulation (AMOC; McCarthy 
et al. 2012), much of which manifests as changes in Gulf 
Stream transport. For instance, in 2009 a 30 % decline of 
AMOC transport robbed the North Atlantic north of 26◦N 
of over 0.3 PW (1 PW = 1015 W). Given that as much as 
half of the total meridional transport of heat is carried by 
the ocean at this latitude (Trenberth and Caron 2001) and 
that 90 % of the oceanic meridional heat transport in the 
North Atlantic is due to the AMOC (Johns et al. 2011), one 
might expect this substantial AMOC reduction to result in 
a decline in the ocean to atmosphere heat exchange to the 
north of 26◦N.

Our goal is to relate wintertime temperature variability 
in four western European cities to the pathways Lagrangian 
particles in the atmosphere follow before arriving in each 
of these cities, and the oceanic and atmospheric state they 
see along that pathway. In order to do so, we trace three-
dimensional air mass trajectories backwards in time from 
the surface of these four cities, and calculate the air–sea 
heat fluxes along the pathways. Because turbulence in the 
planetary boundary layer (PBL) creates an envelope of 
possible pathways with a common end point, a Lagran-
gian atmospheric dispersion model is used to characterise 
the distribution of likely trajectories. We then vary, in turn, 
these trajectory distributions, the atmospheric properties 
along them, and the oceanic properties beneath them, in 
order to explore the degree of control each of these factors 
has on the total heat and moisture a parcel gains or loses 

en route to Europe. In the next section we describe the 
Lagrangian dispersion model (Sect. 2.1), the bulk formulae 
used to calculate turbulent fluxes along the particle path-
ways (Sect. 2.2), the Lagrangian heat budget and the criti-
cal role of the turbulent fluxes in setting variability in this 
budget (Sect. 2.3), and the idealised simulations used to 
explore the source of variability in these fluxes (Sect. 2.4). 
In Sect. 3, the results of these idealised simulations are 
compared against a control simulation to expose the sensi-
tivity of the along-trajectory heat fluxes to various aspects 
of ocean and atmosphere variability. Conclusions and an 
outlook for the future are offered in Sect. 4.

2  Methodology

2.1  Establishing air parcel trajectories 
with FLEXPART

The Lagrangian particle dispersion model FLEXPART 
(Stohl et al. 2005) version 9.02 is used to backtrack the air 
flow from the surface of four locations in western Europe. 
FLEXPART is one of the most widely-used dispersion 
models for various atmospheric transport applications. 
Unlike kinematic trajectory models, FLEXPART includes 
subgrid-scale convection and turbulence that are essential 
in simulating boundary layer motion, and as such, it is an 
appropriate tool for the purposes of the current study.

In FLEXPART, each trajectory is calculated as follows:

where t is time, �t is the time increment, X is the posi-
tion vector, and v = v̄ + vt + vm, is the three-dimensional 
wind speed vector comprised of grid scale wind (v̄), turbu-
lent wind fluctuations (vt), and the mesoscale wind fluctua-
tions (vm). The addition of the last two terms to simulate 
the effect of turbulent motion is what makes this dispersion 
model different from kinematic trajectory models, which 
account only for the resolved grid scale winds. Turbulent 
motions are included by adding a perturbation to the veloc-
ity field for air parcels in the PBL, where these random 
motions are calculated by solving Langevin equations for 
Gaussian turbulence (Stohl and Thomson 1999). Mesoscale 
velocity, whose spectral interval falls between the resolved 
flow and the turbulent flow, is approximated by solving an 
independent Langevin equation following Maryon (1998). 
Additionally, the PBL height at each particle’s hourly posi-
tion is diagnosed by using the Richardson number criterion 
for stability and a lifting-parcel technique (Vogelezang and 
Holtslag 1996).

In the current study, FLEXPART is forced with the 
hourly Climate Forecast System Reanalysis (CFSR) fore-
cast and reanalysis datasets from National Centers for 

(1)X(t +�t) = X(t)+ v(X, t)�t,
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Environmental Prediction (NCEP; Saha et al. 2010), with 
horizontal resolution of 0.5◦ and 37 vertical levels, from 
1981 to 2009. After its release, each particle is advected 
backwards in time by the three-dimensional gridded wind 
from NCEP CFSR plus the turbulent and mesoscale veloci-
ties described above, linearly interpolated to the particle’s 
position. Additional atmospheric quantities such as temper-
ature, specific humidity and air density are also interpolated 
to the particle’s position at each time step, useful for track-
ing the material rate of change in temperature and diag-
nosing the air–sea heat fluxes. We acknowledge that every 
reanalysis product has its limitations, and NCEP CFSR 
product is no exception (e.g., Decker et al. 2012). However, 
because the focus of the current study is to understand the 
processes setting the variability in air–sea heat exchange, 
rather to focus on a single event or the exact size of the 
fluxes, we believe that our main conclusions should not be 
particularly sensitive to the product used.

The four different locations in western Europe selected 
as end points (i.e., “release” points for the backward 
trajectories) are populous cities separated by approxi-
mately 5◦ of latitude: Dublin (53.20◦N 6.15◦W), Paris 
(48.87◦N, 2.34◦E), Toulouse (43.60◦N, 1.44◦E), and Lis-
bon (38.70◦N, 9.18◦W). The three northern cities have 
pronounced interannual wintertime temperature variability 
with the maximum range exceeding 10 ◦C in Paris, while 
Lisbon displays the most stable year-to-year temperatures 
(Fig. 2). Every January from 1981 to 2009, 50 particles 
totalling 1 kg of air mass are released from the surface 
at each location twice daily at 0 UTC and 12 UTC from 
January 10 to 31 for the duration of 10 days backward 
in time. January is the month with the largest zonal tem-
perature anomalies in Europe, and thus the time period is 
chosen to exclusively and thoroughly sample January air 

mass pathways. Thus, the total number of atmospheric par-
ticles released is 60,900 particles (50 particles/release ×2 
releases/day ×21 days/January ×29 Januaries) for each city.

Number density plots of the particle trajectories for each 
city are shown in Fig. 3. We visually compared our num-
ber density plots (Fig. 3) with the cyclone climatologies 
(Hodges et al. 2011; Tilinina et al. 2013) and confirmed 
that the densest pathways generally correspond to the cli-
matological cyclone track. Expected differences between 
our number density plots and these cyclone climatologies 
arise because we track particles backwards from several 
locations which are not necessarily downstream of the 
cyclone track, and also because the particles are not filtered 
by any means, while the computation of the storm track 
requires band-pass filtering.

The choice of the number of particles to be released 
was determined based on statistics of particle positions: 
Increasing the number of releases from 50 to 500 had little 
influence on the mean particle positions at every time step 
(i.e. the mean position from a 50 particle release is within 
±3° latitude of the mean position of a 500 particle release 
at every time step). Likewise, the size of the envelope of 
trajectories does not grow considerably when more parti-
cles are released: The time mean standard deviation for any 
particle number greater than 20 is within ±0.5° latitude of 
the standard deviation for 500 particles. Thus, we conclude 
that 50 back-tracked particles sufficiently sample the enve-
lope of the air mass pathway spatial extent at a reasonable 
numerical cost. The 10-day duration for back trajectories 
was chosen so that diabatic exchange along the length of 
the trajectory has a sufficient amount of time to consider-
ably alter the initial temperature of the parcel. Indeed, the 
autocorrelation function of potential temperature (Fig. 4) 
suggests a Lagrangian decorrelation time scale (taken here 

Fig. 2  Time series of January potential temperature in the four western European cities we investigate in this study. The solid lines denote the 
mean values, while the envelopes surrounding the solid lines indicate the monthly standard deviation in each city
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as the first zero-crossing of the autocorrelation) of about 3 
days. Thus, the memory of a particle’s initial temperature is 
erased over the course of its 10-day trajectory and it arrives 
in its destination city after being strongly influenced by dia-
batic processes.

2.2  Bulk formulae

The oceanic influence on the atmosphere is communi-
cated through turbulent fluxes at the air–sea interface. We 
diagnose these fluxes using TOGA-COARE bulk air–sea 
algorithm version 3.0a (Fairall et al. 1996, 2003), applied 
along each trajectory’s hourly position whenever particles 
lie within PBL over the ocean. Approximately 25 % of 
all hourly output points fall within PBL (see schematic in 
Fig. 5). Our assumption is that the surface turbulent fluxes 

Fig. 3  Number density of the 
hourly particle positions com-
puted by counting the number 
of particles that pass through 
each 2◦ × 2

◦ grid cell for the 29 
simulated Januaries. Note that 
the colorbar is given in a log 
10 scale

Dublin

1 10 100 1000 10000

Paris

1 10 100 1000 10000

Toulouse

1 10 100 1000 10000

Lisbon

1 10 100 1000 10000

Fig. 4  The mean autocorrelation function of January potential tem-
perature along the trajectories (solid line) and its one standard devia-
tion (shading) for Dublin. The Lagrangian decorrelation timescale is 
taken as the first zero crossing of the function. The other three cities 
shared similar results to Dublin (not shown)
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influence the entire air mass in the PBL due to the turbulent 
mixing.

In the COARE bulk formulae (Fairall et al. 1996), sensi-
ble heat (SH) and latent heat (LH) fluxes are calculated as 
follows by the ocean-atmosphere gradient of temperature 
and specific humidity, respectively:

where Csh and Clh are the transfer coefficients for SH and 
LH, respectively; ρa is the air density; S is the wind speed 
relative to the ocean current; cpa is the atmospheric isobaric 
heat capacity; Le is the latent heat of evaporation; Ts is the sea 
surface interface temperature; θa is the atmospheric potential 
temperature; qs is the interfacial water vapour mixing ratio; 
and qa is the atmospheric water vapour mixing ratio. We 
compute qs from the saturation mixing ratio at Ts for pure 
water, and then multiply by a factor of 0.98 to account for 
the reduction of vapour pressure due to the sea surface salin-
ity. Note that the atmospheric parameters Ta and qa are taken 
at the reference height of 2 m in this study, which is adjusted 
to a fixed height of 10 m within the bulk formulae.

The principal controls on the turbulent flux variability 
are the temperature gradient for SH and the humidity gradi-
ent for LH, with the dependency on the relative wind speed, 
S, playing a secondary role. These variables are obtained 
by interpolating the data provided by hourly NCEP datasets 
to the particle’s hourly 2D location, having projected from 
the 3D position to the ocean/atmosphere interface. Several 

(2)SH =ρacpaCshS(Ts − θa)

(3)LH =ρaLeClhS(qs − qa),

variables (the transfer coefficients, interface water vapour 
mixing ratio, and the wind speed relative to the ocean cur-
rent) are computed within the COARE algorithm from the 
native variables provided by NCEP.

Our sign convention is such that SH and LH are directed 
from the ocean to the atmosphere. Thus, SH is positive 
whenever the ocean surface is warmer than the air passing 
over. Likewise, LH is positive whenever the atmosphere 
is moistened by its interaction with the ocean. In fact, LH 
is only negative when the overlying atmosphere is both 
warmer than the SST beneath and saturated, which is very 
rare in the winter. Thus, LH is almost always greater than 
or equal to zero, and a parcel passing over the ocean nor-
mally gains LH. It is important to bear in mind that LH 
is not a direct measure of heat exchanged; rather, it is an 
indication of a gain or loss in the internal energy of the air 
parcel due to a change in its humidity. Only upon conden-
sation of the moisture gained, possibly at a great distance 
from the LH flux, will an air parcel be heated. To facili-
tate a direct comparison to the SH flux, we convert the LH 
to the temperature change induced in the parcel upon total 
condensation of the moisture gained.

We recognise some caveats arising from our use of bulk 
formulae: They are validated to be accurate within 10% for 
wind speeds up to 20 m/s, and can be calculated only over 
the ocean (Fairall et al. 2003). Furthermore, here we use the 
same treatment over sea ice, although atmosphere-ice inter-
action qualitatively and quantitatively differs from ocean-
atmosphere interaction. However, because our calculated 
trajectories are in contact with sea ice only approximately 
1 % of the time, with the bulk calculation overestimating the 
heat flux by about 50 % for SH and 20 % for LH on aver-
age during these times, this caveat introduces a trivial error. 
To check the influence of this simplification on the fluxes, 
we compared the 10-day integrated heat fluxes (SH + LH) 
along the atmospheric pathways computed by bulk para-
metrisation with the 10-day integrated heat fluxes that are 
obtained by interpolating the heat fluxes provided by NCEP 
CFSR datasets along the same particle trajectories. In all cit-
ies, in all years, and for both latent heat and sensible heat 
flux, the mean estimate from the bulk parametrisation is 
not significantly different from the mean of the interpolated 
fluxes based on a student t-test, thus justifying the usage of 
bulk formulae in turbulent flux computations.

2.3  Lagrangian heat budget

The Lagrangian time rate of change in potential tempera-
ture is driven by the heat fluxes along the trajectory of an 
atmospheric particle, according to the following equation:

(4)

∫
Dθ

Dt
dt = θfinal − θinitial =

∫
QA

mcp
dt,

Fig. 5  A schematic of our methodology, calculating turbulent fluxes 
with bulk formulae along the established trajectories. The grey line 
indicates one atmospheric particle trajectory. When its hourly posi-
tion falls within planetary boundary layer (the top of PBL indicated 
by the black dashed line), we compute the turbulent fluxes using the 
atmospheric and oceanic variables separately listed in the figure. The 
part of the trajectory where we conduct this operation is highlighted 
by the magenta line. The atmospheric variables include atmospheric 
pathway locations, surface air temperature and moisture at 2 m, and 
wind speed. The oceanic variables include the sea surface tempera-
ture, surface specific humidity and surface currents
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where, θinitial and θfinal are the initial and final (endpoint) 
potential temperatures of the particles, respectively, A is the 
area occupied by the atmospheric particle, m is the mass 
of the atmospheric particle, and cp is the atmospheric spe-
cific heat (1004 J K−1 kg−1). Following Peixoto and Oort 
(1992), the diabatic heating term of Q is defined as

where Qradiative is the net radiative heating term due to 
shortwave and longwave radiation, Qsensible is sensible heat-
ing in the planetary boundary layer, and Qlatentrelease is the 
heat gained (lost) upon condensation (evaporation) of water 
vapour (liquid water). Additional terms in the heat budget 
arise from the use of parametrisations of subgrid-scale pro-
cesses in the CFSR reanalysis, including convection and 
vertical diffusion. Qradiative is obtained by interpolating 
the heating rate due to the CFSR shortwave and longwave 
radiation at the three-dimensional position of each particle. 
Likewise, heating due to convection and vertical diffusion 
are interpolated to the particle position.

In order to set up the idealised simulations described 
next in Sect. 2.4, we calculate Qsensible from bulk formulae. 
On the other hand, Qlatentrelease cannot be quantified using 
bulk formulae alone, because Qlatentrelease is the actual heat 
gain (loss) due to the condensation (evaporation) of mois-
ture in the particle. Heat in the Lagrangian particle is con-
sumed when cloud droplets evaporate and is released when 
clouds form. Neither of these processes necessarily occur 
locally in the region where air–sea latent heat fluxes occur, 
as quantified by the the calculation of LH. Thus, we can-
not directly calculate Qlatentrelease along the particle trajec-
tories from bulk parametrisation, nor close the heat budget 
exactly.

Despite this caveat, the vast majority of the variability 
in along-path potential temperature change (

∫
Dθ
Dt

dt) arises 
from variability in the accumulated surface turbulent fluxes 
solved by bulk parametrisation (

∫
(SH + LH)dt) alone, 

as shown in the first column of Table 1. In fact, including 
heating due to radiation, convection, and vertical diffusion 
does not increase the correlation with 

∫
Dθ
Dt
dt. Likewise, 

replacing LH with the term large scale condensate heat-
ing, provided by CFSR, does not increase the correlation. 
However, including all of the available heating terms and 
approximating Qlatentrelease with large scale condensate 
heating does bring the budget closer to closure. None-
theless, the correlations in Table 1 suggest that turbulent 
exchange with the ocean dominantly sets atmospheric heat 
and moisture content variability. This dominance gives us 
confidence to proceed with idealised simulations in which 
the heat fluxes are calculated by bulk formulae while 
manipulating either oceanic or atmospheric properties.

(5)
Q = diabatic heating = Qradiative + Qsensible + Qlatentrelease,

The second column of Table 1 indicates that the ini-
tial temperature of a particle plus the heating estimated 
from bulk parametrised fluxes (

∫
(SH + LH)dt + θi) 

is also significantly correlated with the final poten-
tial temperature in the European cities. This correla-
tion coefficient is slightly lower than the correlation 
between 

∫
Dθ
Dt
dt and the accumulated turbulent fluxes, ∫

(SH + LH)dt, because the initial potential temperature 
is anti-correlated with the surface turbulent fluxes (the 
correlation ranges from −0.43 to −0.75, not shown). 
This anti-correlation indicates that the colder the ini-
tial temperature of a particle, the more heat it gains and 
vice versa, an expected consequence of the depend-
ence of heat fluxes on the air–sea temperature gradi-
ent. The correlations between θf  and the sum of θi and 
the heating terms are barely changed by the addition 
of the radiation term to the turbulent fluxes (on aver-
age increase of the correlation coefficient by 0.04) or 
the other known heating terms (average decrease of  
0.13).

Table 1  Correlation coefficients constructed with January averages 
of the 10 day accumulated temperature change (

∫
Dθ
Dt

dt = θf − θi) 
and the 10 day accumulated turbulent fluxes from bulk parametrisa-
tion (

∫
(SH + LH)dt) (first column), and the 10 day accumulated tur-

bulent fluxes from bulk parametrisation plus the initial temperature 
versus the final potential temperature (θf ), where the final temperature 
is at the surface of the western European cities (second column)

The starred values represent the statistically significant results at 
95 % confidence level

∫
(SH + LH)dt versus ∫
Dθ
Dt

dt

∫
(SH + LH)dt + θi 

versus θf

Dublin 0.94* 0.87*

Paris 0.94* 0.90*

Toulouse 0.87* 0.59*

Lisbon 0.90* 0.79*

Table 2  Three pairs of simulations designed to elucidate the control 
of each variable in the resultant heat flux variabilities

Simulation Name Variable Fixed

PathVAR Paths Fluxes
FluxVAR Fluxes Paths

AtmVAR Paths & T2m & q2m SST
SSTVAR SST Paths & T2m & q2m

PathSSTVAR Paths & SST T2m & q2m
SATVAR T2m & q2m Paths & SST

“Path” stands for atmospheric pathways, “Fluxes” stands for the 
turbulent fluxes (SH and LH), “SAT” stands for surface atmos-
pheric temperature (T2m) and specific humidity at 2 m above sea 
level (q2m). “Atm” stands for atmospheric properties (atmospheric 
pathways + air temperature and specific humidity at 2 m), and SST 
stands for sea surface temperature
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2.4  Idealised simulations

The NCEP reanalysis fields, the atmospheric particle trajec-
tories from the FLEXPART model, and the bulk formulae 
provide the building blocks for a suite of idealised Lagran-
gian simulations. In these simulations, sensible and latent 
heat fluxes are calculated along each FLEXPART trajectory 
while holding one or more factor determining these heat 
fluxes constant, thereby creating a framework for separat-
ing the influence of oceanic and atmospheric variability on 
total heat flux variability. We compare the results of these six 
idealised simulations with the result of a control simulation 
(Control), which is integrated using both true-state oceanic 
and atmospheric variability. Thus, Control includes all the 
inherent coupled behaviour of the ocean-atmosphere system. 
A detailed description of each simulation is given below, and 
a brief synopsis of the simulation design is given in Table 2.

PathVAR simulation

 In this simulation, we allow atmospheric particle trajec-
tories and wind speed to vary realistically, while hold-
ing the turbulent fluxes at fixed climatological values. To 
fix the fluxes at their climatological values, we compute 
the turbulent fluxes using bulk parametrisation along 
varying pathways, but with the 29-year average of SST, 
surface atmospheric temperature (T2m) and humidity at  
2 m above sea level (q2m), shown in Fig. 6. Thus, the 
heat flux variability in this simulation arises solely due 
to dynamic variability in the atmosphere, without any 
variability caused by variability in T2m, q2m and SST.

FluxVAR simulation

 The FluxVAR simulation is the reverse of the PathVAR 
simulation: Here turbulent fluxes vary realistically, 
but the atmospheric particle trajectories are held fixed. 

Thus, this simulation reveals the heat flux variability due 
entirely to variability in T2m, q2m and SST, and ignores 
variability in atmospheric particle trajectories, except to 
the degree that the T2m, q2m and SST reflect the vari-
able pathway trajectories in the reanalysis data.
 To select a set of unvarying particle trajectories, we ran-
domly pick 50 trajectories from all years and particle 
releases, such that we do not introduce any daily vari-
ability. Along these unvarying 50 trajectories, bulk para-
metrised fluxes are computed at every time step with the 
varying T2m, q2m and SST. We then repeat this process 
10 times, each time by picking a different random set of 50 
trajectories, thereby creating a spread of heat fluxes for the 
FluxVAR simulations that can be compared against Control.  
In total, 500 particle (50 particles × 10 realisations) are 
selected for each city. The mean correlation coefficient 
of FluxVAR with Control stabilises after approximately 5 
realisations; we thus conclude that 10 realisations of 50 ran-
dom trajectories provide ample sampling of the full range 
of possible pathways. The resultant spatial distribution of 
these 10 realisations of 50 randomly selected unvarying 
pathways are very similar to what is shown in Fig. 3 for the 
full set of trajectories, without any visible bias (not shown).

AtmVAR simulation

 Here, we compute the bulk parametrised fluxes with 
fixed climatological mean SST, but with the varying 
atmospheric state, which includes realistic trajectories, 
wind speeds, T2m, and q2m. This simulation aims to 
isolate the role of the atmosphere in determining the tur-
bulent flux variability.

SSTVAR simulation

 This simulation is the opposite of the AtmVAR simula-
tion. For SSTVAR, we calculate the bulk parametrised 
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Fig. 6  The 29-year average January sea surface temperature (SST) 
[◦C] (left), atmospheric surface temperature at 2 m above sea level 
(T2m) [◦C] (middle), and specific humidity at 2 m above sea level 

(q2m) [g/kg] (right) over the North Atlantic, which are used in 
PathVAR, AtmVAR, and PathSSTVAR simulations
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fluxes with the varying SST and ocean current speeds, but 
hold fixed all the atmospheric particle trajectories and the 
atmospheric state variables. The same set of unvarying 
atmospheric pathways as in FluxVAR is utilised, and the 
29-year mean atmospheric state (T2m, q2m and the wind 
speed) is interpolated to the 2D location of the hourly 
particle positions. This simulation aims to isolate the role 
of the ocean state in setting the turbulent flux variability. 
Note that since ocean currents are normally two orders of 
magnitude smaller than the atmospheric wind speeds, the 
parameter S in bulk formulae is largely dominated by the 
atmospheric wind. Thus, the ocean role investigated here 
stems almost exclusively from the SST variability.

PathSSTVAR simulation

 In this simulation, the fluxes are calculated with varying 
SSTs, pathways, and wind speed, while holding the T2m 
and q2m at their January, 29-year climatological mean val-
ues. Thus, this simulation reveals the degree to which the 
fluxes are influenced by particle trajectories and SST alone.

SATVAR simulation
 Here, the fluxes are calculated along fixed pathways 
and with fixed SST and winds, but with varying T2m 
and q2m above the sea surface. The unvarying pathways 
used here are the same as the ones used in FluxVAR and 
SSTVAR simulations. Therefore, the resultant heat flux 
variability in this simulation is solely attributable to the 
T2m and q2m variability.
Note that those variables that are not specified in 
the explanation of each simulation above but are 
required for the bulk formulae (surface long and 
short radiation, precipitation rate, and surface pres-
sure) are set to vary realistically in each simulation. 
It is important to bear in mind that atmospheric and 
oceanic variability are in reality tightly linked with 
one another. By testing every combination of fixed 
and variable climate factors in the idealised simula-
tions and comparing the results carefully with that of 
Control, we also aim to gain insight into these cou-
pled links.

Fig. 7  Time series of the mean January surface heat fluxes (SH + 
LH) integrated over 10 days along the atmospheric trajectories for 
the six idealised simulations (coloured lines) for four western Euro-
pean cities summarised in Table 2. The rows represent the results for 
each city: Dublin (top row), Paris (second row), Toulouse (third row), 
and Lisbon (last row). The columns give the results for pairs of ide-
alised simulations: PathVAR and FluxVAR (first column), AtmVAR 
and SSTVAR (second column), and PathSSTVAR and SATVAR (last 
column). The mean integrated heat fluxes of the Control simulation is 

repeated by the black solid line in every plot. The light-shaded enve-
lopes for FluxVAR, SSTVAR, and SATVAR denote two standard devia-
tions from the ensemble of ten simulations. SH flux is expressed as 
the temperature change induced in the atmospheric particle due to a 
given flux [K], and likewise, LH is given as the temperature change 
induced in the particle upon condensation of all the moisture gained 
from the turbulent exchange with the ocean [K]. The correlation coef-
ficient of each simulation and Control is given in Table 3.
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3  Results and discussion

3.1  Results and discussion of the six idealised 
simulations

The results of the six idealised simulations described in 
Sect. 2.4 are compared to the Control simulation in order 
to investigate the factors driving heat flux variability 
for atmospheric particle trajectories en route to western 
Europe. The comparison is summarised in Fig. 7, and the 
corresponding correlation coefficients and the root mean 
square errors are given in Tables 3 and 4, respectively.

The salient message from these results is unequivocal: 
Knowledge of the atmospheric pathways is most impor-
tant in determining the interannual variability in along-path 
air–sea heat and moisture exchange, as can be seen from 
comparison between the simulation results which have 
realistically varying pathways (PathVAR, AtmVAR, and 
PathSSTVAR) and the ones with fixed pathways (FluxVAR,  
SSTVAR, and SATVAR).

In particular, PathVAR and AtmVAR capture most of 
the variability seen in Control. Adding information about 
the atmospheric temperature and humidity increases 
agreement with Control: AtmVAR has the smallest root 
mean square error compared to Control of all the simu-
lations (Table 4). Yet, surprisingly, the correlation coef-
ficients of AtmVAR are slightly lower for the two north-
ern cities (Dublin and Paris) and only marginally higher 
for the southern ones, compared to those from PathVAR 
(Table 3). Why does including T2m and q2m variability 
fail to significantly improve these correlations? Figure 7 
suggests the answer to this conundrum: Before 1996, the 
heat fluxes from the AtmVAR simulation are biased high, 
whereas after 1996 they are biased low. This shifting bias 
is likely caused by a basin-scale SST increase starting in 
1996 that outpaced the longer-term linear trend, a change 
which has been attributed either to a shift from negative 
to positive phase of the Atlantic Multidecadal Oscillation 

(AMO; Sutton and Dong 2012), or to changes in net radia-
tive forcing (e.g., Booth et al. 2012). Given the expecta-
tion that the ocean exerts a dominant control on air–sea 
heat flux variability on decadal time scales (Gulev et al. 
2013), the transition around 1996 from low to high SST 
would cause a shift from reduced to enhanced fluxes and 
from lower to higher T2m. However, when these warm-
ing T2m and fixed SSTs are fed into the bulk formulae in 
AtmVAR, they cause a reduction of the fluxes over time. 
Indeed, by eliminating the influence of the decadal shift 
by calculating the correlation coefficients for the first and 
last decades alone, the correlation coefficients between 
AtmVAR and Control on interannual time scale increase 
significantly, surpassing the correlation between PathVAR 
and Control. This aspect of the results suggests that SST 
influences along-pathway heat flux variability on decadal 
timescales, with implications for northwestern European 
wintertime climate variability.

Similarly, the correlation between PathSSTVAR and 
Control is much weaker than between PathVAR and Control,  
despite that the PathSSTVAR simulation accounts for realis-
tically varying SSTs in addition to pathways. A solution to 
this puzzle is that the atmosphere drives surface turbulent 
fluxes over much of the ocean on sub-decadal time scales 
(Buckley et al. 2014), thereby creating interannual SST 
anomalies (Gulev et al. 2013). In such a regime, a year with 
anomalously large fluxes creates anomalously low SSTs and 
vice versa. However, in PathSSTVAR, the SST varies real-
istically while T2m and q2m are constant; thus, in a low 
SST year, the heat flux calculated via bulk parametrisation 
is also low, the reverse of what is expected in reality when 
the atmosphere drives the fluxes. Therefore, we interpret the 
slightly weaker correlations in PathSSTVAR to be consistent 
with this atmospheric control on interannual time scales.

Another striking feature in Fig. 7 is that both PathVAR 
and FluxVAR underestimate the total accumulated flux rel-
ative to Control. The lower accumulated heat fluxes in the 
PathVAR and FluxVAR simulations relative to Control reflect 
the fact that atmospheric particle trajectories and the fluxes 
along them are, in reality, tightly linked, and cutting these 
linkages leads to systematically lower total fluxes. Evidence 

Table 3  Correlation coefficient of the January-averaged accumulated 
turbulent heat fluxes (

∫
(SH + LH)dt) in each idealised simulation 

with the fluxes from Control

Simulation Name Dublin Paris Toulouse Lisbon

PathVAR 0.85* 0.92* 0.92* 0.92*
FluxVAR 0.34 0.20 -0.07 -0.07

AtmVAR 0.83* 0.90* 0.94* 0.96*
SSTVAR 0.06 0.18 -0.11 -0.06

PathSSTVAR 0.69* 0.81* 0.77* 0.79*
SATVAR 0.14 -0.11 0.04 0.01

The starred values represent the statistically significant correlations at 
95 % confidence level

Table 4  Root mean square errors [K] of the January-averaged accu-
mulated turbulent heat fluxes (

∫
(SH + LH)dt) in each idealised simu-

lations calculated relative to Control

Simulation Name Dublin Paris Toulouse Lisbon

PathVAR 5.41 5.08 3.64 4.63
FluxVAR 9.74 9.85 7.82 8.85

AtmVAR 3.13 2.92 2.36 2.46
SSTVAR 5.77 6.27 6.62 8.50

PathSSTVAR 5.14 4.35 3.92 4.42
SATVAR 9.59 9.89 7.59 8.64
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in support of the importance of this coupling is provided 
by examining trajectory positions, T2m, and SST anoma-
lies associated with the years when PathVAR most strongly 
underestimates the true turbulent fluxes (Fig. 8). The maps 
in Fig. 8 reveal that the years when PathVAR most strongly 
underestimates the true fluxes are years in which pathways 
take an anomalously long and northerly route, originat-
ing over the cold North American continent and the Labra-
dor Sea (Fig. 8a). In these years, anomalously low T2m is 
advected along those pathways, while SST is close to its cli-
matological mean values (Fig. 8b and c). This cold air advec-
tion produces larger turbulent fluxes in reality (and, there-
fore, in Control). Thus, when this link between the particle 
pathways and T2m is cut (as in PathVAR and FluxVAR), the 
turbulent fluxes are strongly underestimated. It is interesting 
to note that the years shown in Fig. 8 are those years with 
the largest along-trajectory accumulated fluxes in Control.  
Therefore, the atmospheric particles that take an anoma-
lously northern route to Europe gain the most heat along 
their journey. The link between pathways and fluxes holds 
true for both anomalously high and low fluxes: for example, 
just as northerly pathways advect cool air with them and lead 
to high fluxes (Fig. 8), anomalously southerly pathways can 
lead to low fluxes along the trajectories (not shown).

As an additional exploration of the link between path-
way anomalies and flux anomalies, we compare the heat 
fluxes averaged over the pathways of the air parcels that 
arrive in Dublin for all 29-year releases (Ftraj, Fig. 9a) and 
the standard Eulerian 29-year mean heat fluxes (F, Fig. 9b). 
The difference between these two fields (Fig. 9c) clearly 
suggests that particles tracked backwards from Europe 
sample some regions of the ocean preferentially during 
times of anomalous heat flux. Regions visited by particles 
during anomalously low flux times are found south of about 

30
◦N (Fig. 9c, where Ftraj is lower than F). In contrast, par-

ticles see high flux anomalies along the Gulf Stream and 
over the Labrador and Irminger Seas (Fig. 9c, where Ftraj 
is greater than F). At any given particle position, the hourly 
flux along a Lagrangian particle is about equally likely to 
be larger or smaller than the climatological flux in a given 
grid cell (Fig. 9d). However, because the air–sea flux dis-
tributions are positive-skewed, the magnitude of the differ-
ence (Ftraj − F) is about 50 % larger when averaged over 
all hourly positions during which Ftraj > F than when 
Ftraj < F (Fig. 9d). In other words, because the true path/
flux covariability is contained in the Control simulation, 
it better samples the anomalous fluxes of both signs than 
the idealised simulations. The better-sampled extremes in 
Control lead to systematically higher January-mean fluxes 
than in PathVAR and FluxVAR, because the distribution of 
the fluxes is strongly positive-skewed.

The importance of path/flux covariability is also confirmed 
by AtmVAR, in which both trajectories and T2m vary realisti-
cally, and only SST is held constant (Fig. 7, middle column). 
In AtmVAR, the amplitudes of the fluxes closely match those 
of the Control simulation and have no systematic bias.

In sum, the idealised simulations suggest that heat flux 
interannual variability is dominantly set by the trajecto-
ries of the Lagrangian atmospheric particles as can be 
seen from the high degree of fidelity between Control and 
PathVAR, AtmVAR, and PathSSTVAR. Knowledge of real-
istically varying pathways alone allows the reconstruction 
of no less than 72 % of the heat flux variability. In contrast, 
knowledge of the SST variability alone is not useful for 
predictability of air–sea heat exchange along the Lagran-
gian pathways on interannual time scales. However, SST 
warming over the 29-year climatology does influence the 
accumulated heat fluxes on a decadal time scale.
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Fig. 8  Anomalous conditions during the years in which PathVAR 
most underestimates the true turbulent fluxes (simulated in Control). 
Each panel is made by subtracting the 29-year climatological mean 
conditions from the mean of the 5 years during which PathVAR most 
underestimates the fluxes relative to Control for Dublin (year 1984, 
1988, 1989, 2004, and 2009; see Fig. 7). Differences are in a parti-

cle number density [%] (i.e. the percentage of total particles in each 
2
◦ × 2

◦ grid cell in the 5-year composite (Σn5years) minus the per-
centage of total particles in each grid cell for the 29 year climatol-
ogy(Σn)), b surface air temperature at 2 m above sea level (T2m) [K],  
and c SST [K]
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3.2  UniformSST  simulation

Though the results in Sect. 3.1 suggest that temporal SST 
variability is not a major driver of interannual flux vari-
ability, they do not reveal the role of spatial variability in 
SST. We hypothesise, for example, that in years where 
the atmospheric trajectories predominantly travel over the 
warm Gulf Stream, the surface fluxes would be higher than 
in years when the pathway is over the cool subpolar ocean. 

Therefore, we perform one additional simulation, where 
we allowed true variability of the atmospheric state (as in 
AtmVAR), but held the ocean temperature everywhere at 
a uniform value (UniformSST  simulation; Fig. 10). This 
assigned value is the mean SST sampled by the atmospheric 
particles backtracked from each city: 7.5◦C for Dublin, 
7.3◦C for Paris, 9.4◦C for Toulouse, and 11.8◦C for Lisbon. 
Setting the SST to a uniform value everywhere diminishes 
the degree of correlation with the Control simulation by 
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Fig. 9  Turbulent fluxes over the North Atlantic. a Mean sensible 
heat + latent heat averaged along the trajectories to Dublin for all 
29-year releases in Control in Wm

−2 (Ftraj). b Eulerian mean heat 
fluxes (F) over the 29 year NCEP CFSR climatology in W m

−2. c 

Ftraj  - F (i.e. Panel a minus Panel b) in W m−2. d Histogram of the 
difference between fluxes (SH + LH) for individual particles (Ftraj) 

at each instantaneous position minus the 29-year climatological mean 

flux in a grid cell containing that position (F). (Ftraj − F)pos and 

(Ftraj − F)neg represent the mean of all fluxes for particles in which 
Ftraj − F̄ is greater than zero and less than zero, respectively. Σnpos 
and Σnneg are the numbers of hourly trajectory positions that have 
Ftraj − F̄ greater than zero and less than zero, respectively.
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23 % on average relative to the original AtmVAR simula-
tion. Interestingly, the strength of the correlation between 
heat fluxes in UniformSST  and the Control simulation is 
generally higher than that of PathSSTVAR (compare cor-
relation coefficients given in Fig. 10 with Table 3). The 
agreement in variability between UniformSST , AtmVAR 
and Control suggests that interannual surface flux variabil-
ity is principally driven by the variability in air temperature 
and humidity wherever the parcels travel, and secondarily 
by the spatial patterns in SST along those pathways.

4  Conclusions

In this study, we have presented a novel method to inves-
tigate the mechanisms driving temperature variability 
in western Europe, in which air–sea turbulent fluxes are 
summed along the Lagrangian back trajectories of atmos-
pheric particles travelling to several European cities while 
holding one or more component of the climate system 
constant. For all but one of the cities we investigated, 

variability in these accumulated heat fluxes accounts for a 
majority of the variability in the winter temperatures. Thus, 
our framework helps uncover the relative importance of 
variability in SST and atmospheric dynamics and thermo-
dynamics in setting western European winter temperature 
variability. The Lagrangian framework is especially valu-
able because atmospheric particles travelling to Europe 
generally pass over both the Gulf Stream, where ocean 
heat transport convergence is known to play an active role 
in setting air–sea heat exchange on all time scales (Buck-
ley et al. 2014; Dong and Kelly 2004; Dong et al. 2007), 
and the basin interior, where variability in the ocean is only 
expected to significantly influence air–sea heat exchange on 
time scales of decades and longer (Bjerknes 1964; Buckley 
et al. 2014; Gulev et al. 2013).

A principal insight from this suite of Lagrangian simu-
lations is that knowledge of atmospheric particle trajec-
tories alone is sufficient for understanding much of the 
interannual variability in wintertime heat fluxes accumu-
lated along parcels en route to western Europe. However, 
surface air temperature and moisture and SST along the 

Fig. 10  Time series of  
surface heat fluxes (SH + 
LH) integrated over the 10 
days along the atmospheric 
trajectories for UniformSST  
simulation, in which we use the 
varying atmospheric compo-
nents (atmospheric trajectory 
positions, T2m, q2m, and  
wind speed), but set the SST 
to a uniform value equal to 
the mean SST sampled by 
atmospheric particles back 
tracked from each city (7.5 ◦

C 
for Dublin, 7.3 ◦

C for Paris, 
9.4

◦
C for Toulouse, and 11.8 ◦

C 
for Lisbon). The black solid 
line in each plot is the result of 
the Control simulation, while 
the purple lines indicate that of 
UniformSST  simulations. The 
correlation coefficient between 
UniformSST  and Control for 
each city is indicated in each 
box, and all four cities are sta-
tistically significant correlations 
at 95% confidence level.
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trajectories are also essential to understanding winter cli-
mate in Europe. First, the pathway a particle takes to 
Europe and the temperature and moisture along that path-
way are linked, such that using a climatological estimate 
of either variable leads to an underestimate of the accu-
mulated flux. This linkage is most clearly demonstrated 
in years when the trajectories are anomalously northerly 
and advect cold, dry, continental air from North America, 
triggering large ocean to atmosphere turbulent fluxes. Sec-
ond, a decadal-scale shift in SST discernibly influences the 
accumulation of heat for atmospheric particles travelling to 
Europe. Therefore, using a climatological SST to calculate 
air–sea turbulent fluxes misses this source of low frequency 
variability.

One surprising conclusion from our simulations is that 
interannual variability in heat fluxes accumulated along 
the Lagrangian trajectories to Europe is only moderately 
influenced by spatial variations in SST. At the outset of 
this work, we hypothesised, for example, that a year with 
a preponderance of Lagrangian trajectories passing over 
the warm Gulf Stream extension would correlate with 
larger heat fluxes in that year. We tested this hypothesis by 
running a simulation that held SST at a constant and uni-
form value over the entire North Atlantic. This simulation 
yielded flux estimates that were nearly as highly correlated 
with the true fluxes as were those from a simulation that 
used a spatially-varying, climatological mean value for 
SST. This test clarified that the spatial variations in SST are 
subdominant in setting the interannual variability in accu-
mulated heat fluxes.

In summary, on subdecadal time scales, variability in 
winter European temperatures is principally controlled by 
variability in the atmosphere. Although ocean dynamics in 
the Gulf Stream and North Atlantic Current may influence 
high frequency variability in air–sea exchange locally, this 
influence is not apparent in the total accumulated heat flux 
for particles travelling to Europe or the associated winter 
temperatures upon arrival. Our findings that the biggest 
fluxes occur in the Gulf Stream region but these fluxes do 
not strongly manifest in downwind climate variability in 
Europe is in harmony with the fact that, although the Gulf 
Stream region is a major oceanic cyclone genesis region, 
it is only a minor contributor to the advected moisture in 
Europe (Rudeva and Gulev 2011). Our synthesis also sug-
gests that high-frequency variability in AMOC, such as 
the observed decline in 2009 (McCarthy et al. 2012), is 
unlikely to manifest as a drop in western European tem-
perature unless accompanied by a change in atmospheric 
trajectories. However, we show that the well-documented 
North Atlantic-wide SST shift to higher temperatures in 
1996, commonly associated with the Atlantic Multidec-
adal Oscillation (AMO; e.g., Alexander et al. 2014; Enfield 
et al. 2001; Sutton and Dong 2012) noticeably influences 

the strength of winter air–sea heat exchange accumulated 
along Lagrangian parcels travelling to Europe.

It is therefore intriguing that previous studies have failed 
to find any influence of the AMO on wintertime European 
climate (Arguez et al. 2009). Anomalous SST associated 
with the AMO is thought to drive changes in the storm 
track over the North Atlantic (Dong et al. 2013; Häkkinen 
et al. 2011; Kushnir 1994; Woollings et al. 2012), although 
the mechanisms leading to deflection of the storm track are 
complex and not fully understood (e.g., Orlanski 1998). If 
AMO variability does cause such deflection, both the parti-
cle pathways and the turbulent fluxes linked to the underly-
ing SST would vary in a coordinated fashion in response 
to the AMO. We hypothesise that this coupling could sup-
press the wintertime manifestation of the AMO in western 
European temperatures. Thus, in a follow-up study, we 
evaluate this hypothesis with an extension of the Lagran-
gian tool developed here and a comparison with more tradi-
tional Eulerian diagnoses of the coupled interactions of the 
atmosphere and ocean.
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