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Abstract. Recent works with energy balance cli- 
mate models and oceanic general circulation 
models have assessed the potential role of the 
world ocean for climatic changes on a decadal to 
secular time scale. This scientific challenge is il- 
lustrated by estimating the response of the global 
temperature to changes in trace gas concentration 
from the pre-industrial epoch to the middle of the 
next century. A simple energetic formulation is 
given to estimate the effect on global equilibrium 
temperature of a fixed instantaneous radiative 
forcing and of a t ime-dependent radiative forcing. 
An atmospheric energy balance model coupled to 
a box-advection-diffusion ocean model is then 
used to estimate the past and future global cli- 
matic transient response to trace-gas concentra- 
tion changes. The time-dependent radiative per- 
turbation is estimated from a revised approximate 
radiative parameterization, and the recent refer- 
ence set of  trace gas scenarios proposed by Wueb- 
bles et al. (1984) are adopted as standard scenar- 
ios. Similar computations for the past and future 
have recently been undertaken by Wigley (1985), 
but using a purely diffusive ocean and slightly 
different trace gas scenarios. The skill of  the so- 
called standard experiment is finally assessed by 
examining the model sensitivity to different pa- 
rameters such as the equilibrium surface air tem- 
perature change for a doubled CO2 concentration 
[ATae(2XCO2)], the heat exchange with the 
deeper ocean and the trace gas scenarios. For 
ATae(2 • CO2) between 1 K and 5 K, the following 
main results are obtained: (i) for a pre-industrial 
CO2 concentration of 270 ppmv, the surface air 
warming between 1850 and 1980 ranges between 
0.4 and 1.4 K (if a pre-industrial CO2 concentra- 
tion of 290 ppmv is chosen, the range is between 
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0.3 and 1 K); (ii) by comparison with the instanta- 
neous equilibrium computations, the deeper 
ocean inertia induces a delay which amounts to 
between 6 years [for lower ATae(2 x CO2)] and 23 
years [for higher ATae(2 • CO2)] in 1980; (iii) for 
the standard future CO2 and other trace gas scen- 
arios of Wuebbles et al., the surface air warming 
between 1980 and 2050 is calculated to range be- 
tween 0.9 and 3.4 K, with a delay amounting to 
between 7 years and 32 years in 2050 when com- 
pared to equilibrium computations. 

Introduction 

A growing number of theoretical calculations as- 
sess the changes in radiative fluxes and in temper- 
ature corresponding to a change in trace gas con- 
centrations in the atmosphere, essentially a doub- 
ling of the carbon dioxide (CO2) only or of equi- 
valent CO2 (UNEP-WMO-ICSU, 1985). A large 
variety of climatic models have been used to deal 
with this potentially important climatic question. 

Climate models can be classified as either 
thermodynamic or hydrodynamic models [see the 
general reviews on climate modelling by 
Schneider and Dickinson (1974), Gates (1981), 
Shine and Henderson-Sellers (1983)]. In thermo- 
dynamic models [energy balance (EBM) and ra- 
diative-convective (RCM) models], the tempera- 
ture is explicitly predicted but the effect of the 
motion field on the temperature is neglected or 
included only in a highly simplified way. The pri- 
mary goal of  thermodynamic climate models is to 
combine parameterizations of different dominant 
mechanisms thought to be important for deter- 
mining the climate. All the feedbacks between 
these mechanisms can thus be examined in detail, 
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which allows an increased understanding of the 
model response. 

The most well-known hydrodynamic climate 
models are the three-dimensional general circula- 
tion models (3-D GCMs) which undertake, nu- 
merically, the time integration of the primitive 
equations that describe the detailed evolution of 
the dynamic and thermodynamic state of the at- 
mosphere and possibly of the ocean. Despite their 
present limitations, GCMs try to answer many 
quantitative questions that cannot be resolved 
with the other models because of the assumptions 
made in these models. Issues concerning the trace 
gas,problem, such as the time of year the warming 
is at a maximum, its geographical distribution, the 
variations of precipitation, snow cover, soil mois- 
ture, cloudiness and temperature, can (or could) 
only be studied in sufficient detail with high-reso- 
lution GCMs that include interactive atmospheric 
and oceanic feedbacks. 

Within the framework of the trace gas climate 
problem, two general types of studies have been 
performed with such climate models: examining 
either the climate response in a state of climatic 
equilibrium to a fixed or to a time-dependent ra- 
diative forcing, or the transient climate response 
to a fixed or to a time-dependent radiative forc- 
ing. In an equilibrium study (Gilchrist 1983; 
Schlesinger 1984), a mathematical model of the 
climate is perturbed and allowed to reach a new 
equilibrium. The model time-dependent bebav- 
iour is deduced by the numerical approach to the 
final equilibrium. Such experiments have been 
conducted, for example, with GCMs including a 
swamp ocean or a mixed layer (without deeper 
ocean), for a CO2 doubling or quadrupling, lit is 
worth noting that because of the lack of taking the 
long memory part of the ocean-atmosphere sys- 
tem into account, the equilibrium climate is re- 
lated only to the atmosphere and possibly to the 
upper ocean. Moreover, because the characteristic 
time scale of the forcing (e.g., CO2 variation) is 
different from that of the oceanic part of the c/i- 
mate system, the result is probably never in real 
equilibrium.] If a time-dependent radiative forc- 
ing is used, successive equilibrium states are inde- 
pendently reached one after the other ["snap 
shot" experiments; e.g., Ramanathan et al. (1985), 
using a global RCM]. These equilibrium studies 
have highlighted the sensitivity of the model re- 
sponse to the feedback mechanisms included in 
the models. 

The proper inclusion of the heat capacity of 
thermal reservoirs in the climate system would al- 
low one to assess the transient behaviour of the 

climate by comparing the transient climate re- 
sponse at any time with the atmosphere equili- 
brium response at the same time. The final object 
of the transient study is therefore to determine the 
lag in the response of the climate system, the 
knowledge of which is required to estimate when 
the trace-gas-induced climate change may become 
detectable. A few coupled ocean-atmosphere 
GCMs have recently begun to analyse, for a time 
period of a few decades, the transient response to 
an instantaneous CO2 radiative perturbation 
(Bryan and Spelman 1985; Schlesinger et al. 
1985). Such fixed, instantaneous forcing was used 
to allow sufficient statistical significance of the si- 
mulated climate change over the computed time 
period. However, the actual trace gas increase is a 
continuous rise, not an instantaneous step in- 
crease, and the actual climate transient behaviour 
is not straightforwardly deduced from equili- 
brium simulations or even from transient experi- 
ments using a fixed, instantaneous radiative per- 
turbation (Schneider and Thompson 1981). The 
real detection of the trace gas effects on climate 
requires a statistically significant signal relative to 
the background noise of natural temperature fluc- 
tuations (e.g., Wigley and Jones 1981). Climatic 
transient models can help to estimate the time of 
this detection only if the time-dependent nature 
of the forcing is taken into account besides the 
feedback mechanisms and the memory of the cli- 
mate system. 

During the last decade, observational as well 
as theoretical studies related to the chemistry of 
the atmosphere have led to the conclusion that 
there are many other trace gases that have radia- 
tive properties similar to CO2 for which either 
natural or anthropogenically induced changes can 
also be of significance. Among them the most im- 
portant are water vapour, chlorocarbons, nitrous 
oxide, methane, and ozone in the troposphere and 
stratosphere (WMO, 1982, 1983 a; Wuebbles et al. 
1984; WMO 1986). Recent studies have shown 
that, although an estimate of their climatic in- 
fluence is possible (e.g., Ramanathan et al. 1985; 
Wang et al. 1986), their sources and sinks are not 
well-known, making estimates of man's impact in 
this field rather difficult. As a consequence, only 
a discussion of the climatic impact of an esti- 
mated increase (i.e., using scenarios, not predic- 
tions) in these trace gases is reasonable. 

Finally, aside from the radiative greenhouse 
effect, the complete trace-gas-induced climate 
problem involves tropospheric and stratospheric 
chemistries, chemistry-climate interactions, stra- 
tospheric transport and stratosphere/troposphere 
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radiative-dynamical interactions (WMO 1983a; 
WMO 1986). All these chemistry-dynamics cli- 
mate interactions will not be addressed further in 
this paper because of numerous uncertainties in 
the present state of their modelling which would 
add confusion to the interpretation of climate 
computations reported here. Thus, for example, 
ozone changes have not been considered in the 
present study, although these may well be impor- 
tant (Ramanathan et al. 1985; Wang et al. 1986). 
Such simplification must be kept in mind when 
assessing the range of uncertainty related to the 
computed warming due to changes in trace gas 
concentrations in the near future. 

In this paper, we use globally and annually av- 
eraged energy balance considerations to assess 
the potential climatic importance of trace gases. 
In the next section, we briefly review the present 
state-of-the-art of the equilibrium response mod- 
elling for a CO2 increase. We introduce a simple 
formulation to estimate the effect on global equi- 
librium temperature for a fixed instantaneous or 
time-dependent radiative forcing. In the subse- 
quent section, the transient response is calculated 
by using a simple box-advection-diffusion atmo- 
sphere/ocean energy balance model and a time- 
dependent forcing function to give a range of esti- 
mates of the trace-gas-induced climatic changes 
since the pre-industrial period and in the next de- 
cades. Based on our present knowledge of the cli- 
matic system behaviour and on estimates of future 
trace gas concentrations, a potential range of the 
trace-gas-induced temperature increase is given 
for the period up to the middle of the next cen- 
tury. The various uncertainties related to the pres- 
ent estimates of future climatic warming are also 
stressed. 

Model l ing the equilibrium response 

Brief review of present results 

Reviews of the equilibrium climate simulations 
related to a doubling or a quadrupling of atmos- 
pheric CO2 have been given recently by Manabe 
(1983), Schlesinger (1984), Dickinson (1985) and 
Schlesinger and Mitchell (1985). We will not du- 
plicate here these excellent general reviews but 
summarize, in Fig. 1, most of the results obtained 
with climate models for doubling the COz con- 
centration. Next we will comment on some parti- 
cular points in such equilibrium computations. 

In Fig. 1 we excluded the GCM simulations 
with a prescribed sea surface temperature (e.g., 
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Fig. 1. The change of surface air temperature for doubling 
(2 x CO2) the CO2 concentration as simulated by energy bal- 
ance models (EBMs), radiative-convective models (RCMs) 
and general circulation models (GCMs). This figure is adapted 
and modified from Schlesinger (1984). References 9 and 13 are 
zonal mean dynamical models. 
1 Manabe and Wetherald (1967); 2 Manabe (1971); 3 Rasool 
and Schneider (1971); 4 Weare and Snell (1974); 5 Manabe 
and Wetherald (1975); 6 Temkin and Snell (1976); 7 Augusts- 
son and Ramanathan (1977); 8 Rowntree and Walker (1978); 
9Ohring and Adler (1978); 10Ramanathan et al. (1979); 
11 Hunt and Wells (1979); 12Ackerman (1979); 13 Potter 
(1980); 14 Wang and Stone (1980); 15 Manabe and Wetherald 
(1980); 16 Ramanathan (1981); 17 Charlock (1981); 18 Hansen 
et al. (1981); 19 Hummel and Kuhn (1981 a); 20 Hummel and 
Kuhn (1981 b); 21 Hummel and Reck (1981); 22 Hunt (1981); 
23Wang et al. (1981); 24Chou et al. (1982); 25Hummel 
(1982a); 26Hummel (1982b); 27Lindzen et al. (1982); 
28Schlesinger (1983); 29Washington and Meehl (1983); 
30Adem and Gardfino (1984); 31Wang et al. (1984); 
32 Somerville and Remer (1984); 33 Lal and Ramanathan 
(1984); 34Washington and Meehl (1984); 35 Hansen et al. 
(1984); 3 6 0 u  and Liou (1985); 37Gutowski et al. (1985); 
38 Wetherald and Manabe (1986) 

Gates et al. 1981) giving temperature changes con- 
siderably smaller than those of the GCMs com- 
puting the oceanic surface temperature explicitly. 
Also, we do not report the large (Moiler 1963; 
Kandel 1981) and small sensitivities (Newell and 
Dopplick 1979; Idso 1980) obtained by EBMs us- 
ing an energy balance for the Earth's surface 
rather than for the entire Earth-atmosphere cli- 
mate system. This is justified on the basis of re- 
cent work by Schlesinger (1985) and Luther and 
Cess (1985) who have analysed the surface energy 
balance approach to estimate climate sensitivity. 
More particularly, Schlesinger (1985) has pre- 
sented a generalized energetical formulation ap- 
plying to surface and planetary EBMs. Within 
this framework, he has highlighted the inability of 
surface EBMs in general to determine simply the 
behaviour of the climate system away from the 
surface energy balance level. 

From Fig. 1 we can conclude that the range of 
the warming obtained by GCM simulations (ex- 
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cluding zonally averaged dynamical models) for a 
doubling of CO2, i.e. 1.3--4.8 K, is similar to that 
of RCMs (1-D and 2-D) and slightly greater than 
that of EBMs (1-D and 2-D). Indeed, the simu- 
lated warming by EBMs ranges from 0.7 to 3.3 K, 
while the range of the warming obtained by RCM 
simulations is 0.5--5.3 K. 

Clearly, although a doubling in atmospheric 
carbon dioxide is expected to lead to a warming 
of the troposphere and of the Earth's surface, the 
estimates of this temperature increase are highly 
dependent on the physical assumptions made in 
the model. For example, using a RCM, Augusts- 
son and Ramanathan (1977) have found an in- 
crease of 2 K with fixed cloud-top altitudes, but 
3.2 K if cloud-top temperatures are held constant. 
With the same kind of model, Hansen et al. (1981) 
observed that, depending on the precise formula- 
tion and on the feedbacks included, the resultant 
change in surface temperature varies between 1.2 
and 3.5 K. 

As far as general circulation model (GCM) ex- 
periments are concerned, the series of Manabe 
and colleagues' (GFDL) experiments best illus- 
trates the sensitivity of the predicted global 
warming, and particularly the warming at high la- 
titudes, to variations in the assumed experimental 
conditions. As the assumptions were made more 
realistic in the GFDL GCMs (e.g., topography, 
land/ocean distribution, seasonal insolation), the 
sensitivity of the global surface temperature 
tended to decrease, reaching a value of about 2 K 
[inferred from the quadrupling experiment of Ma- 
nabe and Stouffer (1980), noted GFDL1]. Howev- 
er, this is not confirmed by the last GFDL simula- 
tion (Wetherald and Manabe 1986, noted 
GFDL2), which includes an interactive cloudiness 
contrary to GFDL1, and by two other recent 
GCMs: the NCAR model (Washington and 
Meehl 1984) and the GISS model (Hansen et al. 
1984). Like GFDL1 and GFDL2, these two mod- 
els include a realistic geography, a global compu- 
tational domain, nine layers along the vertical, 
sea-ice prediction, cloud prediction (except 
GFDL1), seasonal cycle of insolation and a mixed 
ocean layer without meridional oceanic heat 
transport (except GISS which uses prescribed 
heat transport). For a doubling of CO2, GFDL1, 
GFDL2, NCAR and GISS give a global annual 
mean surface warming of 2 K, 4 K, 3.5 K and 
4.2 K, respectively. All these models agree in si- 
mulating the largest warming in high-latitude re- 
gions over polar sea ice during winter. 

However, these results are not conclusive be- 
cause there are large sources of uncertainty in 

modelling the feedback effects from clouds and 
sea-ice extent changes. As explained by Dickin- 
son (1985), the GFDL1 response is probably un- 
derestimated because the sea-ice extent in the 
control run is too small. The NCAR2 response, on 
the contrary, is probably overestimated because 
the sea-ice extent in the control run is too large, 
and the largest GISS response is critically de- 
pendent on the cloudiness changes predicted by 
the model. Schlesinger and Mitchell (1985) em- 
phasize also that the feedback of the predicted 
clouds in the GFDL2 experiment apparently al- 
most doubles the global sensitivity of the surface 
temperature change (compare GFDL1 and 
GFDL2 sensitivities to a CO2 doubling). Further, 
none of these GCMs used a fully coupled ocean 

- -  atmosphere system (including the vertical 
transport of heat associated with the large-scale 
upwelling and downwelling of water) and the pa- 
rameterizations of many land or ocean surface 
processes are very crude. As an example, the need 
to include the dynamics of sea ice (ignored in all 
present GCM simulations), as well as its thermo- 
dynamics, has been discussed by Hibler (1984) 
who concluded that the poleward amplification of 
a CO2-induced warming may not exist in a cli- 
mate model simulation when sea-ice dynamics are 
included. 

Besides GCMs and 1-D models, a few two-di- 
mensional (2-D) dynamic or heat balance models 
have been designed in the recent past to study the 
role of particular feedback mechanisms in the 
CO2 problem. Ohring and Adler (1978), Potter 
(1980), Chou et al. (1982), Ou and Liou (1984) and 
Wang et al. (1984) have presented results using la- 
titude-altitude models, while Adem and Garduno 
(1984) and North et al. (1984) used latitude-longi- 
tude models. Their results are not contradictory to 
GCM simulations. Indeed, such intermediate cli- 
mate models are thought to be complementary to 
GCM experiments by investigating in a simpler 
way the role of various feedbacks and by serving 
as guides for experimentation with the more com- 
prehensive models. Moreover, climate simulation 
with GCMs requires exceedingly large 'amounts 
of computer time, which can seriously limit their 
use for climate dynamics studies. This is espe- 
cially true for the investigation of long-term cli- 
matic changes because of the very different time 
scales of atmospheric, oceanic and cryospheric 
variations and of changes in the characteristics of 
the underlying land and sea surfaces. 

Finally, the potential importance of other 
feedbacks, which are presently not included in 
usual climate models, has recently been further 
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assessed with simple climate models. Using 1-D 
RCMs, Charlock (1982) and Somerville and 
Remer (1984) have obtained a generally negative 
feedback (up to around 50% for the latter authors) 
by relating in simple fashions the cloud liquid- 
water-content change (which in these models give 
the cloud optical depth change) to the air temper- 
ature variation at the cloud level. The cloud opti- 
cal properties are also related to the cloud droplet 
distributions and the cloud condensation nuclei 
concentrations. Twomey et al. (1984) have de- 
duced, from measurements of particulate short- 
wave absorption and nucleus concentration, that 
observed increasing pollution levels over the 
North Atlantic give mainly optically thicker and 
more reflecting cloud layers, i.e., a cooling effect. 
They concluded that, in the next 50--100 years, 
the global climatic effect of (supposed) pollution 
increases could be quite comparable in absolute 
value to that of CO2 increase but acting in the op- 
posite direction. Even though preliminary [see 
comment papers by Heintzenberg and Ogren 
(1985) and by Bohren (1985)], these recent works 
provide further evidence that cloud-radiation in- 
teractions are fundamental in climate sensitivity 
modelling (and not only through cloud-extent 
changes). Clearly more studies and observational 
research are needed to confirm the negative feed- 
backs proposed in these studies. 

In conclusion, two major problems still arise, 
at least in equilibrium climate research: namely, 

the treatment of the ocean (including sea-ice) and 
of clouds. Fully coupled ocean-atmosphere gen- 
eral circulation models begin to exist but they are 
expensive to run to equilibrium due to the large 
thermal inertia of the deep ocean. On the other 
hand, whereas one can predict with reasonable 
confidence that the ocean temperatures will rise 
with increased CO2, it is still difficult to predict 
the accompanying change in global cloudiness 
and in cloud optical properties. Nevertheless, 
GCM results, as shown in Fig. 1, turn out to con- 
verge on approximately the same conclusion: 
doubling the pre-industrial CO2 concentration 
(up to about 550 ppmv), which could occur during 
the second half of the twenty-first century 
(UNEP-WMO-ICSU 1985), will correspond to a 
global equilibrium warming of 2--4 K. 

As indicated in the Introduction, the change in 
concentration of other trace gases can reinforce 
the CO2-induced climatic change in the near fu- 
ture. Today, published climate model calculations 
for various increases in trace gas concentration in- 
dicate a possible global mean surface warming 
comparable to that of CO2 over the next 50--100 
years (Volz 1983; Ramanathan et al. 1985; Wang 
and Molnar 1985; Lal et al. 1986; Wang et al. 
1986). In fact, a simple way to estimate the cli- 
matic effect of trace gases (including C Q )  is to 
define, following the suggestion of Flohn (1978), 
an equivalent CO2 concentration (because of sim- 
ilar greenhouse effect-climate interactions for 

Table 1. Estimates of  global surface air temperature changes resulting from variations in trace gas concentration. These results 
have been obtained using radiative-convective models with a fixed critical lapse rate of 6.5 K/kin and fixed cloud-top altitude 
(from Wang et al. 1976; WMO 1983a; and Ramanathan et al. 1985) 

Constituent Mixing ratio change (ppbv) 

From To 

Surface 
temperature 
change (K) 

CO2 (carbon dioxide) 3 • 105 6 x 105 (2 x ) 2.0 
N20 (nitrous oxide) 300 375 (1.25 • ) 0.12 
CH4 (methane) 1650 2062 (1.25 • ) 0.09 
CFC13 (CFC-11) 0 1 0.14 
CF2C12 (CFC-12) 0 1 0.16 
CF3C1 (CFC-13) 0 1 0.22 
CF2HC1 (CFC-22) 0 1 0.04 
CHC13 (Chloroform) 0 1 0.06 
CH2C12 (methylene chloride) 0 1 0.03 
CH3CC13 (methyl chloroform) 0 1 0.02 
CC14 (carbon tetrachloride) 0 1 0.08 
CF4 (carbon tetrafluoride) 0 1 0.06 
NH3 (ammonia) 0 1 0.09 
HNO3 (nffric acid) present 2 • 0.06 

concentration 
Tropospheric 03 idem 1.5 • 0.4 
Total 03 idem 0.75 x - 0.34 
Stratospheric H20 3000 6000 0.6 
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each trace gas). The relative importance of all 
trace gases except C O  2 is highlighted by consider- 
ing the time period from present to reach a doub- 
led pre-industrial COz concentration: UNEP- 
WMO-ICSU (1985) gives 100 years (around 2075) 
for CO2 concentration alone and 50 years (around 
2030) for equivalent CO2 concentration, assuming 
particular scenarios for trace-gas concentration 
changes. We will introduce an equivalent CO2 
concentration in the next sections. To illustrate 
the relative importance of various trace gases, Ta- 
ble 1 gives an estimate of the change in equili- 
brium surface temperature for hypothetical con- 
centration changes. These results have been ob- 
tained with RCMs assuming a fixed cloud-top 
height and a fixed critical lapse rate of 6.5 K /  
km. 

In the next section, we introduce a simple for- 
mulation to estimate the effect on global equili- 
brium temperature of a specific radiative forcing. 
The results of such a simple formulation will be 
compared with the results discussed in this sec- 
tion. 

Simple estimate o f  the global equifibrium 
temperature change for a radiative forcing 

Let us consider the global-mean surface tempera- 
ture as the climatic variable. As induced by an in- 
itial radiative perturbation AQr, the change of the 
surface temperature after a time period long com- 
pared to the thermal relaxation times within the 
climate system (i.e. at equilibrium) can be ap- 
proximated by the following simple expression 
(e.g. Lal and Ramanathan 1984; Cess 1985): 

ATe = - -  ( 1 )  

In Eq. (1), AQr is the initial radiative heating per- 
turbation of the surface-troposphere system, i.e., 
the radiative perturbation at the tropopause be- 
fore any response of the climatic system, k is the 
climate feedback parameter (Dickinson 1982) de- 
fined as 

d(IR) N dS N 

d ~  d ~  

where (IR) N and S N are  the net infrared and solar 
fluxes, respectively, at the top of the atmosphere, 
with X N-- upward X - d o w n w a r d  X. This parame- 
ter quantifies the atmospheric radiative damping 

due to the feedback processes in the climate sys- 
tem and determines its global response to a given 
external radiative perturbation AQr. 

The assumption behind Eq. (1) is that the sur- 
face-troposphere system responds as a single cou- 
pled thermodynamic system if ~, is independent of 
the type and magnitude of the forcing. Therefore, 
the L value would depend only on the climate 
model. Cess et al. (1985) analysed this assumption 
with a global RCM and concluded that Eq. (1) 
gives a correct estimate of the global surface tem- 
perature response to a doubled CO2 concentra- 
tion and to small solar constant changes for which 
initial warmings occur both in the troposphere 
and at the surface, but is not adapted to radiative 
perturbations such as that involved in nuclear war 
scenarios where absorbing smoke ejected by 
large-scale fires implies an initial warming of the 
troposphere but a cooling of the surface. 

For trace-gas-induced climatic change in the 
near past and future, Eq. (1) is thought to be valid 
to give a first-order estimate of the equilibrium 
surface temperature response because, for such 
climatic perturbations, the surface and the tropos- 
phere will most probably remain strongly coupled 
by radiative and non-radiative processes includ- 
ing transfer of latent and sensible heat by convec- 
tive and advective heat transports. Therefore, here 
we will assume the surface warming to be linked 
to the trace-gas-induced radiative perturbation at 
the tropopause AQ~r. We now have to specify the 
change in the heat balance (AQr) due to change in 
the considered external parameter (e. g., CO2 con- 
centration) and the climate system change in re- 
sponse to a given AQ~ (~ value). 

From semi-empirical and various model stud- 
ies discussed in Dickinson (1982, 1985), we con- 
cluded that the most reasonable range of values 
for ~, would be: 

~,= 1.8+ 1.0 W m - 2 K  -1 (2) 

On the other hand, for a CO2 doubling, radiative 
calculations (Kiehl and Ramanathan 1982; Wang 
and Ryan 1983; Lal and Ramanathan 1984) 
give: 

AQT(2 • C 0 2 ) = 4 . 2 + 0 . 3  Wm -2 (3) 

Using this range of radiative perturbations and 
the L values given by relation (2), the following 
range of estimates is obtained through Eq. (1) for 
the equilibrium surface temperature response to a 
CO2 doubling: 

ATe (2 x CO2) = 3.5_+2.1 K, (4) 
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i.e., a temperature increase ranging from 1.4 to ,5o 
5.6 K. This range is similar to the range of most ; 
expected warming as given by the Villach UNEP- ~ 550 
WMO-ICSU (1985) report and near the range of ~ 850 
0.5--5.3 K given in Fig. 1 by making a selection 
among the published model results for a CO2 = ,50 
doubling. Moreover, differences between these "~ 

• 

ranges can be explained by values of ~ and /o r  ~ 350 
AQT, used in some selected models, being outside 
the values defined by Eqs. (2) and (3), respective- 
ly. a 

Scenarios for trace-gas concentration changes and 
equilibrium response 

The actual potential trace-gas-induced climatic 
change involves continuously varying trace gas 
concentrations. Even so, Eq. (1) can be used to 
estimate in a simple way the instantaneous asso- 
ciated equilibrium surface temperature response 
if the time-dependent forcing AQr(t) is further 
specified. Usually rather arbitrary scenarios re- 
garding the past and future variations in trace gas 
concentrations were chosen solely for the purpose 
of illustrating how the climate could respond to a 
change in such concentrations. The use of differ- 
ent scenarios in different models leads to differ- 
ences in results that are not always easily under- 
stood or explained. Recently, Wuebbles et al. 
(1984) have analysed in detail the problem of the 
choice of past and future scenarios for trace gas 
concentrations. For a few radiatively active atmo- 
spheric constituents, they have proposed a refer- 
ence set of  such past and future scenarios which 
could be homogeneously adopted for transient 
studies in the future, allowing better intercompar- 
isons between models. 

Therefore, in this paper, the past and future 
scenarios of trace gas concentrations have been 
taken from the various sets of  scenarios proposed 
by Wuebbles et al. (1984). For CO2, CH4 and 
N20, our scenarios correspond to those recom- 
mended as standard for most model calculations 
by these authors (see Table 2 and Fig. 2a--c) .  In 
Fig. 2a the high and low post-1983 emission scen- 
arios for CO2 are also given as proposed by 
Wuebbles et al. as extreme growth scenarios for 
use in modelling studies. In all CO2 scenarios 
given in Fig. 2 a, a pre-industrial concentration of 
270 ppmv has been assumed (WMO, 1983b; Ray- 
naud and Barnola, 1985) although the value given 
by Neftel et al. (1985) is near 290 ppmv and the 
range given by UNEP-WMO-ICSU (1985) is 
275+10 ppmv. For the chlorocarbons CFC13, 

. . . .  E . . . .  i . . . .  i . . . .  

C O  2 

h i g h  

2 5 0  , , , , l , , , , 1 , , , , l , , , , 
1 8 5 0  1 9 0 0  1 9 5 0  2 0 0 0  2 0 5 0  

T I M E  I Y E A R S )  

3 5 0 0  

3 0 0 0  

0 2 5 0 0  

2 0 0 0  

Z 

• 1 5 0 0  

1 0 0 0  

b 

C H  4 

1 8 5 0  1 9 0 0  1 9 5 0  2 0 0 0  2 0 5 0  

T I M E ( Y E A R S )  

4 0 0  . . . .  

v 3 5 0  

0 

< 

cc 

3 0 0  

X 

N 2 0  

/ 
2 5 1 ;  , , , , I . . . .  1 i , , , I i i , , 

1 3 5 0  1 9 0 0  1 9 5 0  2 0 0 0  2 0 5 0  

T I M E  ( Y E A R S )  

3 . . . .  = 

2 

i t t I I i i i i 1 

1 5 0  1 9 0 0  1 9 5 0  2 0 0 0  2 0 5 0  

d T I M E  ( Y E A R S )  

Fig. 2a--d.  a COz volume mixing ratio (in ppmv) as a function 
of time for standard, high and low scenarios (see also Table 2). 
b CH4 volume mixing ratio (in ppbv) as a function of time for 
the scenario given in Table 2. c as in b but for N20. d as in b 
but for equivalent chlorocarbon 

CF2C12, CF2HC1, CH3CC13 and CCI4, the results 
of the Lawrence Livermore National Laboratory 
1-D photochemical model, given by Wuebbles et 
al. and computed from historical CFC emissions, 
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are used and future scenarios assume constant 
surface emission at the 1983 rates. In our compu- 
tation, only a global radiatively weighted mean 
chlorocarbon concentration variation A C[CFC] is 
used and defined by (see Appendix): 

AC[CFC], = (AC[CF2CI2] 

+ 0.873 AC[CFCI3] 

+0.5 AC[CCI4] 

+ 0. 114 AC[CH3CC13] 

+ 0.283 AC[CF2H C1]), 

(5) 

where C[X] is the concentration of the component 
X at time t, in ppbv, and AC[X] = (C[X] at time t) 

- (C[X] at the initial time to). 

Table 2 gives the time-dependent scenario of this 
equivalent CFC concentration (assuming 
C[CFChss0 = 0) and Fig. 2 d illustrates this scenar- 
io. 

The report of Wuebbles et al. (1984) is recom- 
mended for an extensive discussion of these scen- 
arios and their uncertainties. Clearly, updated 
scenarios could be used in the future, but at the 
present time this set of scenarios is probably the 
most convenient for time-dependent computa- 
tions. Knowing the time-dependent trace-gas con- 
centration variations, the time-dependent forcing 
AQT(t) must now be determined. 

The following approximate relation for CO2 
concentration change can be derived from Rama- 
nathan et al. (1979): 

AQco~ (t) = AQco2 (2 • ) (6) 

• In (C[C02],/C[C02],o)/ln 2 

where C[CO2], is the CO2 concentration at time t; 
C[CO2]to is the initial CO2 concentration at time 
to; AQco2 (2 • is the radiative perturbation for a 
doubled CO2 concentration. 

This formulation is valid for concentration 
changes up to about four times the present CO2 
concentration; it is no longer realistic for larger 
concentrations (Augustsson and Ramanathan 
1977). 

Following the procedure of Wigley (1985), Eq. 
(6) can be modified to include approximately the 
effect of concentration changes of a set of other 
important trace gases, i.e. C H 4 ,  N 2 0  and chloro- 
carbons. An equivalent CO2 concentration is thus 
introduced in order to include the time-dependent 
variation of all the trace gases by defining (see 
Appendix): 

C [ C 0 2 ]  t = C [ C 0 2 ]  t e x p  {0.00599 (7) 

+ 0.01812 ( C I / ~ N 2 0 ] ] , - ~ , o )  

+ 0.05139 (C[CFC],)}. 

Table 2. Time-dependent past and future scenarios for the trace gas concentrations taken from Wuebbles et al. (1984). The radia- 
tively averaged concentration of  chlorocarbons, CFC, is defined in the text; t is time in years and C is concentration in ppmv for 
CO2 and in ppbv for other gases 

Concentration Trace gaz 

From To Time-dependent 

CO2 
to= 1850 1958 C=270 exp[1.41 • 10-3(t-to)]  
to= 1958 1983 C=270+44.4  exp]l.9 • 10-2(t- to)]  
to= 1983 2050 C=341.4+ 1.539(t- t0) exp[9.173 x 10-3(t- t0)]  

CH4 
1850 1983 C =  1000+650 exp[3.5 x 10-2(t - 1980)] 
to= 1983 2050 C =  1.720(1.01) ~ 

N20 
1850 1983 C=285 + 14.0 exp[4 • 10-2(t - 1978)] 
to = 1983 2050 C =  302.1 (1.0025) ~'-'o) 

Radiatively averaged CFC 
1850 1960 C = 0  
to = 1960 1983 C =  0.0268 ( t -  to) 
to= 1983 2000 C=0.615+O.026(t-to) 
to=2000 2050 C=l.057+O.O19(t-to) 
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Fig. 3. Volume mixing ratio (in ppmv) as a function of time. 
The upper curve represents the evolution of the effective (also 
called virtual by Flohn 1978, and equivalent in the text) COg 
concentration, C[CO2],, and the lover curve represents the evo- 
lution of the CO2 concentration alone, C[CO2],. These curves 
are for the standard CO2 scenario given in Fig. 2 a 
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Fig. 4. Radiative flux perturbation at the tropopause (AQr) as 
a function of time. The upper curve represents the perturbation 
induced by the variation of the effective CO2 concentration 
and the lover curve represents the perturbation induced by the 
variation of the CO2 concentration alone. These curves are for 
the standard CO2 scenario given in Fig. 3 

For our standard scenarios, Fig. 3 gives the time- 
dependent CO2 and equivalent CO2 concentra- 
tions (CO2 + other trace gases) from 1850 to 
2050. An interesting feature of Fig. 3 is the rapid 
equivalent CO2 concentration increase after 1960 
due to the important release of trace gases in the 
atmosphere. A similar behaviour was obtained by 
Wigley (1985) with slightly different past and fu- 
ture scenarios. It is worth noting that our standard 
scenarios give a doubled CO2 concentration in 
2052 and a doubled equivalent CO2 concentration 
in 2025 [2052 is also given by the upper-bound 
CO2 scenario selected in the UNEP-WMO-ICSU 
report (1985); for the equivalent CO2 concentra- 
tion, 2025 is very close to the standard date given 
in the same report]. 

Using Eq. (7) with the scenarios we have se- 
lected, the equivalent radiative perturbation AQr 
(see Fig. 4) is obtained, allowing an estimate with 
Eq. (1) of the instantaneous equilibrium surface 
temperature response if the value of the feedback 
climate parameter s is specified. 

To test the accuracy of our approximate radia- 
tive treatment, our results were compared to those 
of Ramanathan et al. (1985) by using their model 
response to a doubling of CO2 ( -  1.9 K) and their 
trace gas concentrations for the time periods 
1880--1980 and 1980--2030. For the year 2030, 
these authors proposed a standard concentration 
similar to ours for CO2 (450 ppmv), a smaller 
value for C H 4  (2340 ppbv instead of 2750 ppbv), 
larger values for N20 (375 ppbv instead of 340 

Table 3. Contributions of the various trace gases to the equilibrium surface warming for the 1880-- 1980 and 1980--2030 periods. 
Row A gives the results of Ramanathan et al. (1985) obtained with sophisticated radiative calculations. Row B gives the results 
obtained from our radiative computations, using the same scenarios as Ramanathan et al.. Row C gives the results of our radiative 
computations using the standard scenarios proposed by Wuebbles et al. (1984). The results given in rows B and C have been 
obtained using a model sensitivity to a CO2 doubling similar to that of Ramanathan et al. ( ~  1.9 K) for the purpose of the present 
comparison 

ATe (1880-- 1980) ATe (1980--2030) 

CO2 CH4 N20 CFC Total C O 2  CH4 N20 CFC Total 

0.52 0.12 0.02 0.09 0.75 0.71 0.14 0.10 0.43 1.37 

0.61 0.11 0.02 0.07 0.82 0.77 0.13 0.10 0.40 1.39 

A. Ramanathan 
et al. (1985) 

B. This study 
(Ramanathan 
et al. scenarios) 

C. This study 
(standard scenarios) 

Same as in B because 
trace gas concentrations 
in Ramanathan et al. (1985) 
and in this study are the same 

0.80 0.19 0.06 0.16 1.21 



48 Tricot and Berger: Modelling the equilibrium and transient responses of global temperature 

ppbv) and larger effective chlorocarbon CFC (3.3 
ppbv instead of 1.6 ppbv). The comparison of the 
first and second rows of Table 3 indicates that the 
present radiative formulation overestimates the 
CO2-induced warming by 17% and 8% (for the 
first and second periods, respectively), underesti- 
mates the CHa-induced warming by ~ 10%, gives 
similar results for N20 and underestimates the 
CFC-induced warming by 7% and 22%. Globally, 
our radiative treatment overestimates the warming 
by 10% for the 1880-1980 period and gives a sim- 
ilar result for the 1980--2030 period. For the lat- 
ter period, the third row of Table 3 gives results 
using our radiative formula and the standard 
scenarios selected for this study instead of those 
of Ramanathan et al. Comparing rows 2 and 3, 
the differences in trace gas scenarios lead to a 
difference between the temperature responses 
which amounts to 0.2 K in 2030, the largest tem- 
perature response being obtained with the scenar- 
ios of Ramanathan et al. This means that the im- 
pact of their larger future equivalent CFC concen- 
tration prevails over their smaller future CH4 con-  
cen t ra t ion .  Let us also remark that CH4 and chlo- 
rocarbons have a rather similar climatic impact in 
the future if the scenarios of Wuebbles et al. are 
adopted, whereas the scenarios proposed by Ra- 
manathan et al. give a larger climatic importance 
to the chlorocarbons (actually the largest after 
CO2). 

Furthermore, within the simple framework de- 
fined here, we can readily estimate the historical 
relative importance of CO2 and all other trace 
gases. Using the ranges given by Eqs. (2) and (3), 
Table 4 gives the ranges for the radiative pertur- 
bation and the equilibrium temperature increase 
between the pre-industrial time and the present. 
The results are shown for CO2 alone and for equi- 
valent CO2, and for two pre-industrial CO2 con- 
centrations. For the standard pre-industrial CO2 

Table 4. Radiative perturbations at the top of the atmosphere 
(AQr) and equilibrium surface warming (ATe) between the 
pre-industrial time (1850) and the present (1980). Estimates are 
given for two pre-industrial CO2 concentrations (270 and 290 
ppmv), and for CO2 alone and CO2 + other trace gases in- 
cluded in the present study (equivalent CO2) 

Pre-industrial CO2 

270 ppmv 290 ppmv 

AQT(CO2) (Wm -2) 1.4+0.1 1.0+0.1 
AQr(equivalent CO2) (Wm 2) 2.0+0.1 1.5+0.1 
ATe (CO2) (K) 1.2+0.7 0.8+0.5 
ATe (equivalent CO2) (K) 1.7 _ 1.0 1.3 _ 0.8 

concentration of 270 ppmv, Table 4 shows a mean 
equilibrium temperature increase of 1.7 K for the 
equivalent CO2, with a relative contribution from 
all trace gases except CO2 of 40% (0.5 K) by com- 
parison to the contribution from CO2 alone 
(1.2 K). For a pre-industrial CO2 concentration of 
290 ppmv, Table 4 now shows a mean equilibrium 
temperature increase of 1.3 K for the equivalent 
CO2, with a relative contribution from all trace 
gases except CO2 of 60% by comparison with the 
new contribution from CO2 alone (0.8 K). But, as 
shown above, our approximate radiative treat- 
ment overestimates the CO2-induced radiative 
perturbation by ~ 15% and similarly underesti- 
mates the role of the other trace gases. The rela- 
tive contributions of different trace gases are 
therefore only approximate and are given here 
just as illustrations. 

To complete these equilibrium computations, 
Fig. 5 gives the global equilibrium temperature 
changes from 1850 to 2050, using our standard 
scenarios and three model responses of 1 K, 3 K 
and 5 K, respectively, for a C O  2 doubling (AQr is 
fixed at 4.2 Win-2). Since the pre-industrial time, 
the expected temperature increase ranges between 
0.5 and 2.2 K in 1980, between 0.8 and 4.0 K in 
2010, and between 1.4 and 7.0 K in 2050. 

Figure 5 has been obtained for the standard 
future CO2 scenario. Combining the three model 
responses for a CO2 doubling and the three future 
CO2 scenarios given in Fig. 2a would give tem- 
perature increases between 0.8 and 4.1 K in 2010 
and between 1.2 and 9.5 K in 2050. The difference 
between the future CO2 concentrations given by 
Wuebbles et al. (1984) leads to significant differ- 
ences between the equilibrium temperature re- 
sponses only after 2010. 
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Fig. 5. Time-dependent response of the equilibrium surface 
temperature (ATe) for the time-dependent radiative perturba- 
tion (AQr, for equivalent CO2) shown in Fig. 4. The three 
curves are given for ATae(2 x CO2)= 1 K, 3 K and 5 K 
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The equilibrium computations presented here 
are not thought, even in a simple way, to give the 
actual time-dependent response of the global cli- 
mate system to CO2 and other trace-gas-induced 
radiative perturbations. Their principal interest 
was only to clarify the notion of the radiative per- 
turbation and of the climate feedback parameter. 
Indeed, because of the heat capacity of the 
oceans, the climate system cannot be in equilib- 
rium with the current trace gas concentrations. As 
a consequence, neglecting the oceanic thermal 
inertia does not allow models to reproduce the 
time delay which can be anticipated for the trace- 
gas-induced global warming. In the next section, 
the role of the ocean's buffering will be discussed 
in relation to the transient response of the climate 
system to radiative forcing. 

the mixed layer and the deeper ocean [the param- 
eterization of this term will be discussed later, to 
close the system given by Eqs. (8) and (9)]; r is the 
fraction of the Earth's surface covered by oceans 
(0.71). 

In Eq. (9), AZs is an equivalent layer depth, ob- 
tained by taking a particular weighting of the ac- 
tual mixed layer and land inertia. This equivalent 
mixed-layer depth allows the effect of the smaller 
land heat capacity to be included, assuming a fin- 
ite wind mixing between the oceanic and conti- 
nental atmospheres (Harvey and Schneider 
1985 a). 

In the next sections, time-dependent results 
will be presented using Eqs. (8) and (9) with the 
following heat flux parameterizations: 

Modelling the transient response 

Description o f  the global model 

To estimate the time-dependent response of the 
climate system to time-dependent trace-gas con- 
centration changes, various simplified sets of glo- 
bal time-dependent energy budget equations can 
be used (e.g., Hoffert et al. 1980; Wigley and 
Schlesinger 1985; Harvey and Schneider 1985a, 
1985b). 

One particularly simple set of such equations 
can be obtained by considering only two globally 
and annually averaged coupled atmosphere and 
ocean boxes. The following equations can be writ- 
ten for the atmosphere (a) and the surface (s), re- 
spectively (Harvey and Schneider 1985 a): 

p~ %a AZa - -  
~AT~ 

~t 
- ALE  + A H  + AT'. - AFa ~ (8) 

OAL 
pscpsAZ~ ~ - -  A L E - A H - A F , - r A F ~ a  (9) 

where AX means the departure of X from its fixed 
equilibrium value; Pi, %, AZi, T/ are the density, 
heat capacity, depth and temperature of the reser- 
voir i ( i= a or s), respectively; LE, H and F, are 
the heat transfers from the surface to the atmo- 
sphere due to latent heat, sensible heat and net 
long-wave radiation at the surface, respectively; 
F , = F ~ - F ~  with F~ and F~ the upward long- 
wave radiation emitted by the surface and the 
downward long-wave radiation, respectively; F~ 
is the upward long-wave radiation at the top of 
the atmosphere; F~d is the heat transfer between 

F~ = o T 4 (10) 

F s = g ~ T  4 (11) 

H =  CH(Ts - Ta) (12) 

LE = CLE (es -- e,) (13) 

F t =A + BTa (14) 

where o is the Stefan-Boltzmann constant; g is the 
equivalent emissivity of the sky given by Centuno 
(1982) as a function of cloudiness n, Ta and rela- 
tive humidity R H  of the surface air; CH and CLE 
are the drag coefficients for the sensible and la- 
tent heat fluxes, respectively; es is the saturation 
water vapour pressure at surface temperature T~; 
ea is the atmospheric water vapour pressure using 
a fixed relative humidity RH. 

In all our simulations, the surface and atmos- 
pheric solar absorptions have been assumed 
fixed, giving a constant planetary albedo equal to 
0.31 for a solar constant of 1368 Wm -z. On the 
other hand, in the parameterization of Fa ~ we can 
simulate the radiative effect of trace gas changes 
(i. e. a change of atmospheric opacity) by modify- 
ing the value of the constant A in Eq. (14) (Harvey 
and Schneider 1985a). With these assumptions 
and reintroducing the simple equilibrium formu- 
lation given earlier, it can be shown than we 
have 

- A A  = A Q r  and L = B .  (15) 

Therefore, in the global model given by Eqs. (8) 
and (9), the climatic feedback parameter ~ is an 
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adjustable parameter given by the chosen value of 
B in the parameterization of the upward infrared 
flux at the top of the atmosphere. For a particular 
choice of B, an equation similar to Eq. (1) gives 
directly the equilibrium surface air (not surface) 
temperature response of the model, ATae, for a 
given radiative perturbation AQT. AQT is assumed 
to be totally included in the atmosphere, neglect- 
ing the accompanying variation of F~. Harvey 
and Schneider (1985 b) have shown the validity of 
such an approximation in their model. 

To solve Eqs. (8) and (9), the formulation of 
the heat exchange between the mixed layer and 
the deeper ocean must be explicitly formulated. 
Such heat transport results mainly from motion 
along constant-density (isopycnal) surfaces at low 
latitudes and convective overturning in the North 
Atlantic and Antarctic basins (e. g., Garrett 1979). 
Two simplified formulations have generally been 
proposed which hopefully incorporate the global 
effect of numerous heterogeneous regional mixing 
processes. The first usual formulation is obtained 
by using an advection-diffusion equation for the 
heat penetration in the deeper ocean. It is as- 
sumed that, on a global scale, the vertical mixing 
in the ocean interior can be parameterized as 

] Fsa=p, cp, K - ~ +  W(Ta-TB) (16) 
Z = 0  

where Td is the horizontally averaged deep ocean 
temperature below the mixed layer, TB is the bot- 
tom water temperature (~  1.2 K), Z =  0 is the level 
of the bottom of the mixed layer ( Z > 0  in the 
deeper ocean), K is a constant vertical eddy diffu- 
sion coefficient, W is a constant averaged upwel- 
ling velocity for the world ocean. 

Equation (16) is obtained by assuming that the 
polar water sinks with a constant temperature TB 
and spreads instantaneously throughout the 
ocean bottom. Subsequently, this cold flow is 
brought to the surface by upwelling over the 
world ocean. 

Equation (16) defines the so-called box advec- 
tion-diffusion ocean model or BADOM (Hoffert 
et al. 1980; Harvey and Schneider 1985a; Watts 
1985). To obtain the evolution of the deep ocean 
temperature, the following relation is used: 

OTaot - K ~5-O2Ta + w OTaoz (17) 

with the boundary conditions 

Ta=Ts at Z = 0  

0Ta 
Ta= Ts or K + WTa= WTB a t Z = D ,  

0Z 

where D is the depth of the ocean bottom. 
The steady-state solution of Eq. (17) is 

Ta(Z)= TB + (T~- TB)exp ( -  ~- Z) . (18) 

In equilibrium, the temperature profile of Ta(Z) 
is adjusted such that the divergence of the upward 
advective heat flux balances the convergence of 
the downward diffusive heat flux at each point. 
Values of W = 4 m  year-1 and K=0.6  cm 2s-  
have been proposed by Hoffert et al. (1980) to re- 
produce a vertical global temperature profile 
close to the GEOSECS (Geochemical Ocean Sec- 
tions) world data. 

In some other studies (e.g., Hansen et al. 
1981; Siegenthaler and Oeschger 1984; Schlesin- 
ger et al. 1985), a purely diffusive [i. e., W=0 in 
Eqs. (16) and (17)] ocean model (BDOM) has 
been used for transient climate studies. In 
BDOM, the value of the eddy diffusion coeffi- 
cient is usually calibrated against ocean geochem- 
ical data. For global modelling, only natural ra- 
diocarbon, bomb-produced radiocarbon and tri- 
tium distributions are available from GEOSECS 
data. Currently, the global tritium distribution is 
thought to provide the most valuable information. 
Li et al. (1984) have recently given a new estimate 
of the effective average vertical mixing coefficient 
for the oceanic thermocline equal to 1.7 cm2s-1, 
based on all GEOSECS tritium data. Usually, the 
K values used in BDOM range between 1 and 3 
c m  2 s - 1. 

In the next section, the transient response ob- 
tained with the BADOM and BDOM formula- 
tions will be discussed and the questionable 
points in both formulations for modelling oceanic 
heat transfer will be mentioned briefly. A few par- 
ticular results of some GCM experiments which 
have addressed the climate transient response to 
an instantaneous CO2 increase will end our dis- 
cussion. 

Discussion of BADOM and BDOM formulations 

Using the EBM formulation given by Eqs. (8) and 
(9), Harvey (1986) undertook numerical compari- 
sons between BADOM and BDOM parameteriza- 
tions for a fixed instantaneous CO2 doubling. 
Comparing the model e-folding time Xe (defined 
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as the necessary time period to reach 63% of the 
equilibrium response), he concluded that 
BADOM and BDOM have very different tran- 
sient response characteristics. For diffusivity val- 
ues K ranging between 1 and 10 cm2s -1, he 
showed that BADOM has a faster transient re- 
sponse than BDOM; such a difference had al- 
ready been found and explained physically in 
Harvey and Schneider (1985a), He showed also 
that the transient response of BADOM cannot be 
reproduced with BDOM using the same effective 
K as BADOM, except during the first few decades 
of the transient response (here, for a fixed instan- 
taneous CO2 doubling). From his experiments, he 
concluded furthermore that the e-folding time 
cannot by itself meaningfully summarize the qual- 
itative dependence of the transient response to 
ocean mixing parameters for the whole range of 
time scales between 1 and 1000 years. As a simple 
illustration of the qualitative and quantitative dif- 
ferences in time tag between BADOM and 
BDOM formulations, the transient response of 
both models will be presented in the next section 
for the time period 1850--2050 by using the time- 
dependent trace gas scenarios defined earlier. But 
before proceeding to such an experiment, the re- 
liability of BADOM and BDOM for estimating 
the transient response in the real world must be 
addressed. 

Hoffert and Flannery (1985) discussed the un- 
certainties of BADOM and BDOM formulations 
in detail. Clearly, BDOM does not describe the 
steady-state deep ocean, giving a constant vertical 
temperature profile equal to the steady-state 
oceanic mixed-layer temperature. Even if BDOM 
seems inadequate for looking at the transitions 
from one equilibrium state to another, such a 
model has been thought adequate for studying the 
response of the mixed layer to CO2 forcing on a 
relatively short (_< 100 years) time scale (Cess and 
Goldenberg 1981). Using an effective vertical dif- 
fusion coefficient derived from tracer data, 
BDOM assumes implicitly that the oceanic heat 
mixing can be parameterized as the effective 
oceanic isotopic tracer mixing. But, as explained 
by Hoffert and Flannery (1985) and by Harvey 
(1986), the effective vertical diffusivity derived 
from passive tracer data probably overestimates 
the vertical heat diffusion in the ocean. Indeed, 
tracer penetration into the upper ocean seems to 
occur mainly along isopycnals; whereas isopycnal 
mixing is less important in thermal diffusion be- 
cause, on a global scale, isotherms are nearly iso- 
pycnals. Moreover, the effective diffusivity de- 
duced from isotopic data is dependent on the ana- 

lysed isotopic distribution. For example, Siegen- 
thaler (1983) deduced a globally averaged K using 
the natural radiocarbon distribution which was 
about half that deduced using the bomb-produced 
radiocarbon distribution. The estimated value of 
K therefore depends strongly on the time scale in- 
volved (10 years for bomb-produced radiocarbon 
and more than 100 years for natural radiocar- 
bon). 

On the other hand, the K value in the 
BADOM formulation is based on the observed 
global temperature profile and the estimate of po- 
lar sinking flow. The effective diffusivity in 
BADOM therefore includes implicitly the effects 
of convection in the simulated equilibrium condi- 
tions. It is questionable that the convective activ- 
ity will work at a rate similar to the present one if 
a heat perturbation occurs in the upper ocean. 

Such questions could be addressed by some 
judicious oceanic GCM experiments. Current 
oceanic GCMs, however, do not resolve eddies at 
the scale at which much of the oceanic heat trans- 
port and mixing occurs, so that the results ob- 
tained with these models must still be considered 
as preliminary. We mention here briefly three ex- 
amples of such oceanic GCM experiments. Bryan 
et al. (1984) assessed the use of the transient trac- 
ers in the ocean to deal with the downward pene- 
tration of a heat perturbation associated with a 
climatic change. They used an uncoupled oceanic 
GCM, in which a small positive surface tempera- 
ture anomaly of 0.5 K was imposed, and made a 
numerical integration over a 50-year period to 
study the oceanic response. They found that the 
globally averaged vertical penetration of the heat 
perturbation could be reproduced rather satisfac- 
torily with a box-diffusion ocean model. The effi- 
ciency of BDOM was explained by considering 
that small initial heat perturbations induced small 
buoyancy effects, which allowed the heat pertur- 
bations to behave as passive tracers. 

Similarly, Schlesinger et al. (1985) used a box- 
diffusion ocean model with K ~ 2.3 cm2s-1 to re- 
produce the globally averaged time evolution of 
the (2 x CO2) - (1 x CO2) differences in the sur- 
face air and oceanic upper-layer temperatures 
computed with their coupled ocean-atmosphere 
GCM over a 16-year period. Incidentally, their 
globally averaged time-dependent vertical distri- 
bution of the oceanic temperatures up to 1550 m 
was also reproduced with a depth-variable eddy 
diffusion coefficient. The mass-weighted average 
of this eddy diffusion coefficient was 2.25 
cm2s -1, in agreement with the values deduced 
from bomb-produced isotopic distributions. Ex- 
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trapolating the GCM results with the equivalent 
BDOM, the authors found that the e-folding time 
for the upper ocean was large (75 years). Based on 
his experiments comparing BADOM and BDOM 
time-dependent behaviour, Harvey (1986) ques- 
tioned the extrapolation of BDOM results to time 
periods longer than a few decades. However, this 
remark is valid only if the vertical advection be- 
haves as in BADOM for a heat perturbation, 
which is yet to be demonstrated. 

In a third recent coupled ocean/atmosphere 
GCM experiment, Bryan and Spelman (1985) 
analysed the predicted response of the ocean over 
a 50-year period to a greater heat perturbation in- 
duced by a four-fold increase in atmospheric 
CO2. The effects of buoyancy become important 
in this study and a partial collapse of the thermo- 
haline circulation of the ocean increases the heat 
storage of the deep ocean, producing a potential 
negative feedback for greenhouse warming. Har- 
vey and Schneider (1985 a) have proposed another 
feedback, suggesting that the mixed-layer warm- 
ing would increase the stability of the upper 
oceanic layers and could therefore diminish the 
diffusive penetration of heat. Unfortunately, the 
ocean model used by Bryan and Spelman (1985) 
does not allow a test of this potential positive 
feedback because the vertical diffusivity in the 
model is independent of the stability. 

Progress in global eddy-resolving oceanic 
GCMs and time-dependent heat budget analysis 
of current oceanic GCMs (in particular, for deter- 
mining the role of convection in transporting 
heat) could give a better assessment of the relia- 
bility of simple BDOM and BADOM to the study 
of the global transient response of the climatic 
system. 

Transient climatic simulations o f  the past and 
future trace 9as changes 

In this section, our results of a few transient simu- 
lations are presented for a period extending from 
the pre-industrial time (defined as the year 1850) 
up to the  middle of the next century (the year 
2050). Our main goal is to illustrate the potential 
relative importance of some model uncertainties 
for the global climatic response. Unless men- 
tioned, all simulations have been obtained using 
the global climate model described earlier cou- 
pled with an advective-diffusive deep ocean 
model (BADOM). Also, the time-dependent ra- 
diative forcing is normally estimated from the 
standard concentration scenarios given by Wueb- 
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Fig. 6. Transient response of the EBM-BADOM model for an 
instantaneous CO2 doubling. ATae(2xCO2) is fixed at 3 K. 
ATe, AT~ and ATd are the surface air, the surface, and the ver- 
tically averaged deep ocean temperature responses, respec- 
tively 

bles et al. (1984), following the procedure pre- 
sented in an earlier section. 

First of all, the e-folding time of the model has 
been given by the model transient response to the 
step-function forcing for an instantaneous CO2 
doubling (Fig. 6). Assuming an equilibrium in- 
crease of the surface air temperature 
[ATae(2 • CO2)] equal to 3 K, we obtained e-fold- 
ing times equal to 13 years and 14 years for the 
atmosphere and the equivalent mixed layer, re- 
spectively. Table 5 gives the value of the main pa- 
rameters used in the model and Table 6 gives air 
and surface temperatures and some heat fluxes 
computed by the model for the present climate 
and for a CO2 concentration doubling. From a set 
of simulations for a range of ATae(2 • CO2) be- 
tween 1 K and 5 K, we found Xe o: A T  nae (2 • CO2) 

with n - 1 . 5  for our present BADOM. From an 
analytical solution for an energy balance/box dif- 
fusion ocean model (BDOM), Wigley and Schle- 

TableS. Values of some parameters in the EBM-BADOM 
used in this study. A is given for the present climate (surface 
air temperature equal to 288 K) and assuming a surface air 
temperature increase of 3 K for a CO2 doubling (also assumed 
for B) 

Parameters Values In 

K 0.6 cmZs -1 Eqs. (16)--(17) 
W 4 m y r - '  Eqs. (16)--(17) 
Cn 13.0 Wm-2K -I Eq. (12) 
CLe 15.6 Wm-2K -] Eq. (13) 
A -168 Wm -2 Eq. (14) 
B 1.4 Wm-2K -~ Eq. (14) 
RH 0.77 Eqs. (11)--(13) 
n 0.55 Eq. (11) 
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Table6. Steady-state global mean temperatures (in K) and 
heat fluxes (in Wm -2) for the present climate and for a dou- 
bled CO2 concentration. 2 x CO2 values are given for a surface 
air temperature response equal to 3 K 

Present 2 x C02 

Temperature (K) 
air 288.0 
surface 289.3 

Sensible flux (Wm -2) 16.7 
Latent flux (Win -2) 83.1 
Long-wave flux (Wm -2) 
downward at the surface 335.9 
upward at the top 236.0 

AQr(Wm -2) 

291.0 
291.8 

11.0 
90.5 

352.0 
236.0 

4.2 
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Fig. 8. Transient response for the surface air temperature 
(ATa) obtained with EBM-BADOM for ATae(2 X CO2)= 1 K, 
3 K and 5 K 

singer (1985) obtained a T e depending quadrati- 
cally on AT~e(2X CO2). Suppressing the upwel- 
ling flow in our BADOM formulation, we found 
T e = 17 years for the atmosphere when 
ATae (2 x CO2) = 3 K and "~e OC ATne (2 x C O 2 )  with 
n -1 .7  for model sensitivities ranging between 
1 K and 5 K. These results are thus consistent 
with our previous discussion of the BADOM and 
BDOM formulations (see also Harvey 1986). 

The transient experiment given in Fig. 7 de- 
fines our standard experiment. This figure gives 
the time-dependent responses of the surface air 
temperature (ATe), the surface temperature (AT,) 
and the deep-ocean mean temperature (ATa). For 
this standard simulation, we have assumed a sur- 
face air temperature increase AT,,e (2 x CO2) equal 
to 3 K. In all our computations, as illustrated in 
Fig. 7, the surface air temperature warming is al- 
ways larger than the surface temperature increase. 
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Fig. 7. Standard transient experiment with EBM-BADOM for 
a period between the pre-industrial time (1850) and the middle 
of the next century (2050). AT.e(2 x CO2) is fixed at 3 K. AT., 
ATs and ATd are the surface air, the surface, and the vertically 
averaged deep ocean temperature responses, respectively 

Furthermore, the difference between the two 
warmings increases slightly with time. This is re- 
lated to the non-linear increase of latent-heat ex- 
change between the surface and the atmosphere 
when the temperature increases, despite the de- 
creasing difference between the surface air and 
surface temperatures. 

To assess the model sensitivity to 
ATae(2 x CO2), Fig. 8 shows ATa for three given 
values of AT~e(2X CO2) (1 K, 3 K and 5 K). As 
discussed already, this range of uncertainty is rep- 
resentative of equilibrium CO2 climate experi- 
ments. The transient response ranges between 0.4 
and 1.4 K in 1980, between 0.7 and 2.6 K in 2010, 
and between 1.3 and 4.8 K in 2050. By compari- 
son with the equivalent equilibrium computations 
described earlier (see Fig. 5), these transient re- 
sponses indicate that the oceanic heat uptake re- 
duces the model response by around 10% for 
AT~e(2 x CO2)= 1 K, 25% forAT~e(2 x CO2)=3 K, 
and 35% for ATae(2 x C O 2 ) =  5 K. More precisely, 
this reduction factor is shown to decrease slightly 
with time, varying for example from 27% in 1980 
to 19% in 2050 for AT~e = 3 K, and shows a similar 
trend for other values of A Tae (2 X C O 2 ) .  

Equivalently, comparing Fig. 5 and Fig. 8 al- 
lows us to estimate the time delay for the global 
climate response from the instantaneous equili- 
brium response. Furthermore, Fig. 9 allows an- 
other estimation of the role of the oceanic heat 
capacity by giving the time-dependent response of 
the equilibrium global temperature (ATe), the sur- 
face air temperature, if the heat exchange between 
the mixed layer and the deeper ocean is neglected 
and if the standard AT~ is obtained by the com- 
plete model. The importance of the deeper 
oceanic heat uptake is clearly illustrated by this 
figure; while at the same time the mixed layer is 



54 Tricot and Berger: Modelling the equilibrium and transient responses of global temperature 

. . . .  i . . . .  i . . . .  

4 a 

e b 

3 

<1 2 

1 

0 i i , i I T i r , I , , , i 

190  1 9 5 0  2 0 0 0  2 0 5 0  

T I M E  ( Y E A R S )  

Fig. 9. Sensitivity to modelling the coupling of the ocean to 
the atmosphere. Curve  a gives the time evolution of the instan- 
taneous equilibrium surface temperature for the radiative per- 
turbation shown in Fig. 4 (effective CO2), using Eq. (1). 
Curve  b gives the transient response of the surface air temper- 
ature for EBM coupled to a single oceanic mixed layer with a 
depth of 30 m. C u r v e  c is similar to curve b but with an oceanic 
mixed-layer depth of 100 m. Curve  d gives the standard tran- 
sient experiment obtained with EBM-BADOM. All computa- 
tions assume ATae(2 x CO2)=3 K 

shown to introduce by itself only a small time de- 
lay on the equilibrium response, rather indepen- 
dently of the precise value of the mixed-layer 
depth. 

To test the model response to the BADOM 
formulation, we made a few sensitivity studies by 
changing, arbitrarily by a factor two, the values of 
the diffusion coefficient, K, and of the upwelling 
velocity, W. Figure 10 summarizes these sensitiv- 
ity experiments. Curve c is the standard simula- 
tion with standard K and W values. Curves b and 

d have been obtained by varying K and W simul- 
taneously so as to keep the scale depth K / W  con- 
stant, such that the observed deep ocean tempera- 
ture profile is correctly simulated (as in the stand- 
ard experiment). Curves a and e have been ob- 
tained without maintaining constant scale depth, 
and the ocean temperature profile degrades in 
comparison with data. If we disregard these last 
two simulations, the other three show that the 
model is rather insensitive to the accuracy of the 
K and W values. If the upwelling velocity W is 
suppressed, a purely diffusive formulation for the 
heat exchange into the ocean (BDOM formula- 
tion, defined earlier) is obtained. For such a 
BDOM formulation, similar sensitivity experi- 
ments were made with the value of the diffusion 
coefficient K (Fig. 11, K varying between 0.6 and 
5 cmZs-1). In comparison to the results given in 
Fig. 10, the model response here appears to be 
more sensitive to the adopted K value. Harvey 
(1986) has already mentioned these different 
model behaviours for the BADOM and BDOM 
formulations by comparing model responses for 
an instantaneous CO2 doubling. He concluded 
that, because of our ignorance of the exact K (and 
W) value to use in globally averaged models, the 
BADOM formulation should be preferred to the 
BDOM formulation. In Fig. 11, curve a gives the 
standard BADOM experiment. For the values of 
the oceanic parameters used here, the comparison 
of this BADOM simulation with the three BDOM 
simulations illustrates the faster response of the 
BADOM formulation, as already mentioned in 
the previous section. 
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Fig. 1O. Sensitivity experiments on the values of parameters K 
and W in the BADOM formulation. C u r v e a  for the EBM- 
BADOM experiment with K=0 .3  cm2s -1 and W = 4 m  
y e a r - l ;  curve  b for K =  0.3 cm 2 s -  i and W= 2 m y e a r - l ;  
curve  c for the standard EBM-BADOM experiment with 
K = 0 . 6  cm2s i and W = 4 m  y e a r - i ;  c u r v e d  for K = l . 2  
cm2s - i  and W = 8  m year-~;  c u r v e e  for K = l . 2  cm2s -~ and 
W= 4 m year -  
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Fig. l l .  Sensitivity experiments on the value of parameter K in 
the BDOM formulation. The mixed-layer depth is fixed to 
30 m as in all BADOM experiments. Curve  a gives the stand- 
ard transient EBM-BADOM experiment for comparison. The 
three other curves are obtained using the BDOM formulation; 
e u r v e b  is for K = 0 . 6  cm2s-1;  c u r v e t  for K = 2 c m 2 s - 1 ;  and 
curve  d for K = 5 cm 2 s - ] 
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Table 7. Radiative perturbations at the tropopause (AQr) for variations in trace gas concentration. These values have been esti- 
mated with Eq. (1) and Table 6 of Ramanathan et al. (1985) using L= 1.92 Wm-2K -1 

Trace gas Initial mixing Final mixing AQr 
ratio (ppbv) ratio (ppbv) (Wm -2) 

CH4 1650 3300 0.60 

N20 300 600 0.77 

CFC13 0 1 0.27 
CF2C12 0 1 0.31 
CF2HC1 0 1 0.09 
CH3CCI3 0 1 0.04 
CCl4 0 1 0.15 

Our standard scenarios for future trace gas 
concentrations are only thought to give a reasona- 
ble extrapolation of present trace gas trends, with- 
out taking future new energy policy into account. 
Therefore, we have undertaken two experiments 
to estimate the importance of the adopted future 
scenarios on the model response. In Fig. 12, we 
compare our standard ATa with that obtained by 
modifying only our future scenarios to reach the 
trace gas concentrations adopted by Ramanathan 
et al. (1985) in the year 2030. We have already 
compared the difference of the equilibrium tem- 
perature responses for the 1980--2030 period us- 
ing our standard scenarios and those of Ramana- 
than et al. (Let us recall that in Table 3 the equili- 
brium model response was fixed at 1.9 K for a 
CO2 doubling.) In the transient case, Fig. 12 
shows that the difference in the model response 
amounts to 0.25 K in 2030, the largest tempera- 
ture response again being obtained with the sce- 
narios of Ramanathan et al. Indeed, the oceanic 

0 I 20110 1970 1990 2030 
TIME (YEARS) 

Fig. 12. Surface air transient response over the period 1970-- 
2030 for the standard scenarios (curvea) and adopting the 
trace gas concentrations given by Ramanathan  et al. (1985) for 
2030 (curve b). These results have been obtained with EBM- 
BADOM 

heat uptake introduces a time lag in the model re- 
sponse but does not change the relative impor- 
tance of each trace gas. Therefore, our discussion 
concerning the difference of the relative impor- 
tance for CH4 and equivalent CFC in both scenar- 
ios remains qualitatively valid for the transient 
case. 

However, the most significant climatic uncer- 
tainty for the near future is related to the future 
estimated CO2 concentration. As an illustration, 
Fig. 13 gives the future ATa for the three CO2 
scenarios proposed by Wuebbles et al. (1984), re- 
ferred to as high, standard and low CO2 scenar- 
ios. The range of temperature warming is around 
1.8 K in 2010 and between 2.9 and 4.2 K in 2050. 
Clearly, our ignorance of the exact future CO2 
concentration levels is alone sufficient to prevent 
us from making a precise quantitative prediction 
of the climatic change in the next century, even if 
the models used simulated in a reliable way the 
behaviour of  the climate system on the human 
time scale. 
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Fig. 13. Surface air transient response (AT,) for the three scen- 
arios of the future COa concentrations given in Fig. 2 a. These 
results have been obtained with EBM-BADOM 
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Finally, it is worth noting that all our previous 
experiments were undertaken assuming a pre-in- 
dustrial CO2 concentration equal to 270 ppmv. 
But, as mentioned earlier, the pre-industrial CO2 
concentration level is only known approximately. 
Reliable knowledge of this model parameter is, 
however, very important for testing the skill of  cli- 
mate models by comparing the model results with 
the observational temperature trends since pre-in- 
dustrial times. To illustrate the effect of  such un- 
certainty on our model response, Fig. 14a and b 
gives the computed AT, between 1850 and 1980 as 
a function of the equilibrium surface air tempera- 
ture increase for a doubled CO2 concentration, 
,~T,e(2 X C O 2 ) .  The results are shown for five val- 
ues of the assumed pre-industrial CO2 concentra- 
tion. In Fig. 14b, the climatic effect of  the other 
trace gases is included in the computations fol- 
lowing our standard trace gas scenarios. This fig- 
ure illustrates the importance of the equilibrium 
model response to a CO2 doubling for a quantita- 
tive estimate of climatic changes. But the com- 
puted past warming is also shown to be sensitive 
to the adopted pre-industrial CO2 concentration. 
For example, Fig. 14b shows that for 
AT, e(2 x CO2) equal to 3 K, the computed warm- 
ing amounts to between 0.7 and 1.0K for a 
pre-industrial CO2 concentration between 290 
and 270 ppmv. Similarly, for lower 
ATae(2 X C O 2 ) =  1 K, the warming ranges between 
0.3 and 0.4 K and, for higher AT, e(2 x CO2) = 5 K, 
between 1.0 and 1.4 K. 

The land surface air temperature trend is 
probably the most reliable and well-established 
temperature trend over the past 100 years and dif- 
ferent northern-hemisphere land-based studies 
give essentially similar results, i.e. a warming to 
around 1940, a slight cooling to the mid-1960s 
and a warming since around 1970 (Wigley et al. 
1985; Goossens and Berger 1986). However, re- 
cent studies allow us to begin reconstructing the 
recent past trends of three temperature series: sur- 
face air temperatures over oceans, surface air tem- 
peratures over land and sea surface temperatures 
(Chen 1982; Folland et al. 1984; Folland and 
Kates 1984; Barnett 1985). Whether these three 
sets of trends (especially for sea surface tempera- 
ture and atmospheric temperatures) are in phase 
or display lags between them in the previous 100 
years is not yet very clear because of the uncer- 
tainties in the various data sets due to the many 
problems in obtaining homogeneous time series 
of ship-based data (e.g., Folland et al. 1984), and 
in urban warming (Kukla et al. 1986). Averaged 
observational data indicate a global warming of 
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Fig. 14 a--d.  Surface air temperature increase between the pre- 
industrial time (1850) and the present (1980). The results are 
given as a function of ATae(2xCO2) ranging from 0 to 6 K 
and of the pre-industrial CO2 concentration ranging from 260 
to 300 ppmv: a using our standard EBM-BADOM but for 
CO2 alone; b as in A, but for the effective (or equivalent) CO2 
concentration (see Fig. 3); c using an EBM-BDOM with K =  2 
cm2s - ' ,  for CO2 alone; d as in C, but for the effective CO2 
concentration 
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about  0.5 K (between 0.3 and 0.7 K) since the late 
nineteenth century (Folland and Kates 1984; Wi- 
gley et al. 1985; UNEP-WMO-ICSU 1985; Jones 
et al. 1986). Figure 14b shows that the model re- 
sults apparently agree with these observational 
trends for low values of  ATae(2XCO2). On the 
other hand, considering only CO2 variation, 
Schlesinger (1986) indicates that the BDOM for- 
mulation can also give results that do not conflict 
with the observational record if a higher value of  
ATae(2 x CO2) (4 K) is combined with an effective 
diffusion coefficient K around 2 cmZs-1 

In order to test the sensitivity to the advective 
part of  the ocean model and compare our results 
with those of  Schlesinger, we performed sensitiv- 
ity experiments similar to Fig. 14b (where 
BADOM was used) but for BDOM formulation 
and with K = 2  cmZs -1. Considering only CO2 
variation (Fig. 14c), a surface air warming of 
around 0.7 K, similar to that obtained by Schle- 
singer (1986), is found for ATae(2 x CO2)=4  K 
and a pre-industrial CO2 concentration of  270 
ppmv. The inclusion of  the other trace gases leads 
to a surface air warming of  around 0.9 K for the 
same fixed parameters (Fig. 14d). Simultaneous- 
ly, a warming of 0 .5K  is found for a 
ATae(2• which is taken as either 1.7 K or 
2.6 K, according to a pre-industrial CO2 concen- 
tration of  either 270 ppmv or 290 ppmv. This 
means that the introduction of  advection in the 
ocean model lowers the ATae(2• value 
needed to account for a 0.5 K increase of  surface 
air temperature between 1850 and 1980. This is in 
agreement with our conclusion comparing 
BDOM and BADOM impacts on the time lag in- 
duced by the deeper ocean inertia. (The time lag 
is shorter with BADOM formulation than with 
BDOM formulation, as shown in the previous 
section and Fig. 11.) 

However, the similarity of  data with computa- 
tions does not validate any of  the models in a de- 
finitive way because of  the numerous assumptions 
included in these models as reviewed above. 
Moreover, it must also be stressed that, in the 
above experiments, only forcing induced by CO2 
and a few other trace gases has been included, ne- 
glecting other possible forcings on the decadal 
time scale such as volcanism, solar luminosity and 
solar activity. Much effort must now be devoted 
to the model validation with observational data. 

Conclusions 

To assess the climatic change caused by the varia- 
tions of the trace gas concentrations in the past 

and in the near future, current simple and sophis- 
ticated models can provide us with semi-quantita- 
tive, and sometimes only qualitative, results be- 
cause of  numerous uncertainties in the present cli- 
mate models. 

Major possible physical deficiencies of the cli- 
mate models concern the parameterization of the 
main components of  the hydrological cycle 
(mainly cloudiness and soil moisture), of  the 
oceanic horizontal heat transport, of  the sea-ice 
extent, and of  the heat exchange between the up- 
per and lower oceanic layers. The development of 
coupled atmosphere --  ocean --  cryosphere mod- 
els and extensive and continuous measurements 
of  the parameters of the climate system are in- 
dispensable for a full understanding of  the global 
climate and ultimately for a more reliable predic- 
tion of  transient climatic changes in the near fu- 
ture. 

Moreover, future scenarios for the trace gas 
concentrations are only indicative, depending on 
future energy use. Even past trace gas concentra- 
tions are only known approximately. Keeping 
these uncertainties in mind, we have estimated a 
possible range for the global temperature change 
from the pre-industrial epoch to the middle of  the 
next century using a simple global climate model. 
Using the past and future scenarios given by 
Wuebbles et al. (1984), a model response -- equal 
to 3 K --  to a CO2 doubling and an advective- 
diffusive parameterization for the oceanic heat 
uptake, our standard experiment gives a total sur- 
face air warming of  1.0 K due to the probable 
change in the concentration of  the trace gases be- 
tween the pre-industrial period and the present. 
The CO2-induced warming alone amounts to 
0.75 K, i.e. 75% of the total warming. For a pre- 
industrial CO2 concentration of 290 ppmv, the 
warming is 0.77 K and the CO2-induced warming 
amounts to 0.50 K, i.e. 65% of the total warming. 
Over the next 70 years, our standard experiment 
gives a possible global mean surface air warming 
of 2.3 K with the CO2 contribution amounting to 
1.6 K, i.e., 70% of the total warming. Because of  
the simplified radiative scheme used in our com- 
putations, these relative contributions for CO2 
alone can be overestimated by roughly 15%. 

To take the present uncertainties in the cli- 
mate sensitivity to trace gas changes into account, 
an assumed increase in the equilibrium tempera- 
ture of between 1 K and 5 K seems reasonable for 
a CO2 doubling. For such a range of equilibrium 
temperature increase, the global mean surface air 
warming between 1850 and the present is esti- 
mated to range between 0.4 and 1.4 K for a pre- 
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industrial C O  2 concentration equal to 270 ppmv. 
A pre-industrial CO2 concentration of 290 ppmv 
lowers the range to between 0.3 and 1 K. For the 
same range of equilibrium temperature increase, 
the surface air warming is estimated to amount  to 
between 0.9 and 3.4 K over the next 70 years, for 
the standard trace gas scenarios of Wuebbles et al. 
(1984). 

Although the majority of involved scientists 
agree that the problem of a possibly changing cli- 
mate due to the emission of greenhouse gases 
should be considered as one of today's most im- 
portant  long-term environmental  problems (Exe- 
cutive Summary, UNEP-WMO-ICSU,  1985), a 
better quantitative estimate of the climatic change 
(especially precipitation and regional changes) 
due to these increasing trace gas concentrations is 
needed to provide a rational basis to policy mak- 
ers. 

= a3 ~, a3~iAC[CFCi] 
i = l  a3 

= a3 AC[CFC]t 

(or  a3 C[CFC] t  if to = 1850) (23) 

where AC[CFC]t is the radiatively weighted mean 
chlorocarbons concentration variation. 

From Ramanathan et al. (1985), Table 7 is ob- 
tained which gives 

al = 0.035 
a2=0.107 
a3 = 0.308. 

With this value of a3, AC[CFC], introduced in Eq. 
(23) can be developed as in Eq. (5). 

Finally, we obtain the following equation from 
Eq. (19) with Eqs. (6), (20), (21) and (23) (for. 
to= 1850): 

Appendix 

To estimate the total trace-gas-induced radiative 
perturbation at the tropopause, we develop the to- 
tal perturbation AQT as follows (Wigley 1985)" 

AQv(t) = AQco2 (t) -'1- AQcH4 (t) 

+ AQN2o(t) + ~, AOcFc, (t). 
i 

(19) 

For CH4 and N20, AQ is estimated to be propor- 
tional to the square-root of concentration, i.e. 

AQcH4(t)=a, ( ~  - [ /C[CH4] to )  (20) 

AQN2o(t)=a2 ( _I/C[N20I,o) (21) 

with C[CH4]t and C[N20]t the actual trace gas 
concentrations at time t, and C[CH4]to and 
C[N20]to the initial trace gas concentrations; 
whereas for chlorocarbons we assume a linear re- 
lationship with concentration, i.e. 

AQcFc, (t) = a3,(C[CFCilt-  C[CFCil to) .  (22) 

We can combine the effects of various [CFC]; by 
defining a radiatively weighted mean concentra- 
tion C[CFC] as 

AQcFc(t) = ~, ACIcFC],~o 
i = l  

= ~, a3iAC[CFCi] 

AQT(t) = AQco2 (2 x ) (24) 

x In (C[C02]t/C[CO2]to)/ln 2 

with the effective CO2 concentration, C[CO2], de- 
fined by 

C [ C O 2 ]  / = C [ C O 2 ]  t ( 2 5 )  

x exp{0.00599 

( ~  -1/CICH4lto) 

+ 0.01812 ( ~ - l / C I N 2 O l t o )  

+ 0.05139 (C[CFC],)} 

Eq. (25) defines a CO2 concentration which is as 
radiatively effective as would be the combined 
concentrations of CO2 and other trace gases. 
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