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Abstract The current literature provides compelling

evidence suggesting that an eddy-resolving (as opposed to

eddy-permitting or eddy-parameterized) ocean component

model will significantly impact the simulation of the large-

scale climate, although this has not been fully tested to date

in multi-decadal global coupled climate simulations. The

purpose of this paper is to examine how resolved ocean

fronts and eddies impact the simulation of large-scale cli-

mate. The model used for this study is the NCAR Com-

munity Climate System Model version 3.5 (CCSM3.5)—

the forerunner to CCSM4. Two experiments are reported

here. The control experiment is a 155-year present-day

climate simulation using a 0.5� atmosphere component

(zonal resolution 0.625 meridional resolution 0.5�; land

surface component at the same resolution) coupled to

ocean and sea-ice components with zonal resolution of 1.2�

and meridional resolution varying from 0.27� at the equator

to 0.54� in the mid-latitudes. The second simulation uses

the same atmospheric and land-surface models coupled to

eddy-resolving 0.1� ocean and sea-ice component models.

The simulations are compared in terms of how the repre-

sentation of smaller scale features in the time mean ocean

circulation and ocean eddies impact the mean and variable

climate. In terms of the global mean surface temperature,

the enhanced ocean resolution leads to a ubiquitous surface

warming with a global mean surface temperature increase

of about 0.2 �C relative to the control. The warming is

largest in the Arctic and regions of strong ocean fronts and

ocean eddy activity (i.e., Southern Ocean, western bound-

ary currents). The Arctic warming is associated with sig-

nificant losses of sea-ice in the high-resolution simulation.

The sea surface temperature gradients in the North Atlan-

tic, in particular, are better resolved in the high-resolution

model leading to significantly sharper temperature gradi-

ents and associated large-scale shifts in the rainfall. In the

extra-tropics, the interannual temperature variability is

increased with the resolved eddies, and a notable increases

in the amplitude of the El Niño and the Southern Oscilla-

tion is also detected. Changes in global temperature

anomaly teleconnections and local air-sea feedbacks are

also documented and show large changes in ocean–atmo-

sphere coupling. In particular, local air-sea feedbacks are

significantly modified by the increased ocean resolution. In

the high-resolution simulation in the extra-tropics there is

compelling evidence of stronger forcing of the atmosphere

by SST variability arising from ocean dynamics. This

coupling is very weak or absent in the low-resolution

model.
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1 Introduction

There is a growing demand for environmental predictions that

include a broader range of space and time scales and that

include a more complete representation of physical processes.

Meeting this demand necessitates a unified approach that will

challenge the traditional boundaries between weather and

climate science, and will require a more integrated approach

to the underlying geophysical system science and the sup-

porting computational science. One of the consequences of

this unified or seamless approach is the need to explore much

higher spatial resolution in weather and climate models. This

is done to better resolve features, and, more importantly,

because capturing the interactions between the various

physical and dynamical processes demands this increase in

resolution (Randall et al. 2003; Hurrell et al. 2009; Shukla

et al. 2009; Brunet et al. 2010). It is also recognized that

interactions across time and space scales are fundamental to

the climate system itself. The large-scale climate, for

instance, determines the environment for microscale (order

1 km) and mesoscale (order 10 km) variability which then

feeds back onto the large-scale climate. In the simplest terms,

the hypothesis is that the statistics of microscale and meso-

scale variability significantly impact the simulation of

climate. In typical climate models at, say, 200 km horizontal

resolution,1 these variations occur on unresolved scales, and

the micro- and mesoscale processes are parameterized in

terms of the resolved variables.

Several recent studies have focused on the importance of

atmospheric model resolution in the simulation of climate

(May and Roeckner 2001; Brankovic and Gregory 2001;

Pope and Stratton 2002; Kobayashi and Sugi 2004;

Nakamura et al. 2005; Hack et al. 2006; Navarra et al.

2008; Gent et al. 2010). The reported results range from

little or no change in the mean and variable climate (i.e.,

Hack et al. 2006) to significant differences in the cycle of

El Niño and the Southern Oscillation (ENSO; Navarra et al.

2008) and in sea surface temperature (SST) biases in the

upwelling regions (i.e., Gent et al. 2010).

The Gent et al. (2010; hereafter G10) study is of par-

ticular relevance here, and there is much discussion

throughout this paper comparing the results from our

simulations with the findings of G10. First, both studies

used the same version of the National Center for Atmo-

spheric Research (NCAR) Community Climate System

Model (CCSM). Second, the ‘‘high-resolution’’ model

(referred to as 0.5� CCSM3.5) used by G10 is identical to

the control model used here. Third, while G10 focused on

atmospheric model resolution (e.g., 2� vs. 0.5� horizontal

resolution), the emphasis here is on ocean model

resolution. We enhanced the 1� ocean model resolution

used by G10 to 0.1�. The atmospheric component model

resolution is identical (i.e., 0.5�) in all the experiments

presented here.

McClean et al. (2011) and Bryan et al. (2010) were the

first to examine the question of resolution dependence of

simulations with CCSM that incorporated an eddy-resolving

ocean component.2 In particular, McClean et al. (2011) used

the same version of the CCSM component models as used in

this study and G10 but with approximately a 0.25� hori-

zontal atmospheric model resolution coupled to the 0.1�
ocean component. The coupled model was run for 20 years,

and produced simulated SST that is too cold in the sub-polar

and mid-latitude Northern Hemisphere, but more realistic

Aghulas eddy pathways compared to ocean-only simulations

at comparable resolution. Bryan et al. (2010) examined the

McClean et al. (2011) simulation and conducted two addi-

tional experiments separately probing the ocean and atmo-

spheric model resolution. As in McClean et al. (2011), the

Bryan et al. (2010) simulations were run for approximately

20 years. Bryan et al. (2010) focused primarily on the

coupling between the lower atmosphere and the SST, and

found a more realistic pattern of positive correlation

between high-pass filtered surface wind speed and SST

when the ocean component model is eddy resolving. Both of

these earlier studies are viewed as predecessors for the

present work. The fundamental difference is that the focus of

this work is on climate variability, which requires simula-

tions that extend well beyond 20 years.

The motivation for our study is to determine how

increased ocean model resolution impacts the simulation of

the large-scale climate variability. As such, in this paper,

we focus on relatively large-scale features—a more

regional focus will be described in subsequent papers—and

require simulations that are on the order of 50–100 years.

The current literature provides compelling evidence sug-

gesting that an eddy-resolving ocean component model

will significantly impact the simulation of the large-scale

climate, although multi-decade to century length experi-

ments in this resolution regime are, as yet, very limited in

number. For example, Delworth et al. (2012) compare

simulations with versions of the GFDL coupled climate

model with eddy-resolving, eddy-permitting, and eddy-

parameterized resolutions. They find systematic improve-

ments in many aspects of the climate with increasing

resolution, though subsurface ocean temperature drift may be

exacerbated in the eddy-permitting regime when eddy heat

transports are neither properly resolved nor parameterized.

1 Throughout this paper, model ‘‘resolution’’ refers to the spacing of

model grid elements.

2 In common parlance, eddy-resolving models have horizontal

resolution of less than 1/6�, in contrast to eddy-parameterized models

with 1� or greater grid spacing or eddy-permitting ocean models

whose resolution lies between 1/6� and 1�.
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Minobe et al. (2008; hereafter M08) performed two high-

resolution AGCM simulations—one using high resolution

SST and the other with degraded or smoothed SST. The

ability to resolve the sharp SST gradients associated with the

Gulf Stream significantly affected the large scale AGCM

simulated rainfall. Maloney and Chelton (2006) examined the

SST-wind stress coupling (Chelton et al. 2001) in the Coupled

Model Intercomparison Project (CMIP3) database and found

that the ability to capture the observed coupling degrades with

coarsening resolution. Bryan et al. (2010) examined wind

speed-SST coupling in their high-resolution simulations and

found that, over much of the globe, resolving the ocean fronts

and eddies (as opposed to increased atmospheric model res-

olution) was required to capture the observed relationship.

Jochum et al. (2007) and Roberts et al. (2009) showed that

tropical instability waves (TIW) have the potential to signifi-

cantly alter tropical atmospheric variability and teleconnection

patterns in precipitation extending into the extratropics, and

that climate models underestimate extreme events when TIW

are not taken into account. An (2008) argues that TIW are a

negative feedback on ENSO that can possibly explain the

asymmetry between warm and cold events.

The remainder of this paper is organized as follows.

Section 2 describes the model configuration, experimental

design and the initialization of the climate simulations. Some

details regarding the numerical implementation are provided,

as substantial innovation was required. The drift or spin-up is

diagnosed in Sect. 3 primarily in terms of area-averaged

quantities. The surface temperature appears to reach

equilibrium after 100 years, but we also show that significant

sub-surface ocean drift remains throughout the simulations.

Section 4 presents global maps of the annual mean and the

annual cycle along the equator. Here we focus on a 50-year

period after the surface climate appears to have reached

equilibrium. As such, the emphasis is on near surface climate

variables, e.g., surface temperature and precipitation. We also

focus on the near surface climate in the Gulf Stream region,

as this is an area we expect a large impact associated with the

resolved eddies. Section 5 shows results from the sub-surface

ocean and changes in the sea-ice extent. An explanation of

the origins of the ubiquitous warming in the eddy resolving

simulation is provided in Sect. 6. Finally, the impact of the

increased ocean resolution in terms of tropical interannual

variability and air-sea interactions is discussed in Sect. 7 and

concluding remarks are provided in Sect. 8.

2 Model configure and experimental design

2.1 CCSM3.5

The model used for this study is a pre-release NCAR

Community Climate System Model version 4.0. While it

has the same scientific configuration as CCSM version 3.5

(Neale et al. 2008; G10), it has a significantly upgraded

software infrastructure. The new CCSM 4.0 infrastructure

enables very-large-scale parallelism to achieve the cou-

pling of ultra-high-resolution component models (Dennis

et al. 2012). The atmospheric component model, the

Community Atmospheric Model (CAM) is based on a finite

volume discretization (Lin and Rood 1997) rather than the

spectral discretization of the governing equations used in

earlier versions of CAM, and has extensive changes in the

parameterization of sub-grid-scale processes that have

resulted in a significant improvement in the simulation of

tropical variability relative to CCSM3.0 (Neale et al.

2008). Changes in the other component models, while less

extensive, have also contributed to a reduction in system-

atic biases (Jochum et al. 2008; G10).

All the component models communicate via the CCSM

flux coupler (Craig et al. 2011; Craig et al. 2005). In all the

experiments, the fluxes at the air-sea interface are calcu-

lated at 6-h intervals using atmospheric state variables

interpolated onto the ocean model grid, and conservatively

remapped back onto the other component model native

grids. In all the experiments described here, the surface

stress is computed from the relative motion of the surface

atmospheric winds and ocean currents, which has been

shown to reduce coupled model biases (Luo et al. 2005).

This provides an additional potential feedback process

between ocean mesoscale variability and low level atmo-

spheric flow (e.g., Small et al. 2009), though we do not

address this issue here.

2.2 Increasing the ocean model resolution

As noted in the introduction, the objective of the numerical

experiments is to examine how resolved ocean fronts and

eddies impact the large-scale climate. Two experiments are

reported here. The first experiment (i.e., control, referred to

as LRC) is a 155-year present-day climate simulation of the

0.5� atmosphere (zonal resolution 0.625�, meridional res-

olution 0.5�; the land component has the same resolution)

coupled to ocean and sea-ice components with zonal res-

olution of 1.2� and meridional resolution varying from

0.27� at the equator to 0.54� in the mid-latitudes on a

dipole grid (Murray 1996). This control experiment is

nearly identical to the ‘‘high-resolution’’ experiment in

G10 in terms of the model configuration, but differs in its

initial state and climate forcing. The G10 experiment was a

transient climate simulation initialized with a state

extracted from a coarser resolution twentieth century

integration at year 1980. The initial condition for our

experiments was taken from the end of a previously com-

pleted present day control simulation carried out with an

earlier version of CCSM, so that the ocean state is fully
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‘‘spun-up’’ and the initialization shock ought to be mini-

mized; however, as will be shown, some climate drift is

apparent. The one difference in model configuration from

G10 is that the vertical resolution in the ocean component

is reduced from 60 to 42 levels in order to match that used

in the high-resolution experiment described next. The

second simulation is carried out in two phases with the

same atmospheric and land surface models coupled to 0.1�
ocean and sea-ice component models. The ocean model

configuration in this case is identical to that used in a

century-long ocean simulation (Maltrud et al. 2010) and in

the coupled climate simulation of McClean et al. (2011).

The model has grid poles in North America and Asia

(Murray 1996). The maximum grid spacing is 11 km at the

equator, reducing to 2.5 km at high latitudes. In addition to

the change in horizontal resolution from the control

experiment, there are commensurate changes in the

parameterization of horizontal sub-grid scale dissipation.

The high-resolution model uses a biharmonic closure for

both momentum and tracers. The hyper-viscosity and dif-

fusivity are scaled with the cube of the local grid spacing as

described in Bryan et al. (2007). The initial condition for

the first phase (referred to as HRC03). is the same as the

control simulation except that the ocean state has been

interpolated to the 0.1� grid. This interpolation leads to a

significant period of adjustment (see below). The second

phase (referred to as HRC06) begins at year-102 of HRC03

using the same resolution and parameters except in this

case the polar winds have been filtered to reduce compu-

tational instability. This phase of the experiment extends to

year-155. We have conducted a detail analysis of this

overlap period and have compared years 70–112 of HRC03

to years 102–152 of HRC06. Based on our analysis we

conclude that the polar filter produces statistically signifi-

cant differences at the 99 % confidence interval between to

the two high-resolution simulations. However, the differ-

ences between the two high-resolution simulations are very

small compared to the differences between high-resolution

simulations and the low-resolution simulation. The analysis

herein (except for documenting the spin-up) focuses on the

50 years of overlap between HRC06 and LRC. The

experiments discussed above are summarized in Table 1.

As a point of information, the computational costs for

the simulations are as follows. The LRC simulation

requires 13 K CPU hours per simulated year and the

HRC06 simulation requires 77 K CPU hours per simulated

year.

3 Spin-up

Figure 1a shows the global mean SST anomaly (averaged

over grid-boxes whose ocean fractional coverage is greater

than 50 %) from the beginning of the simulation to the end

of year-155. The anomaly is defined as the difference from

the monthly mean climatology calculated from the last

50 years of each respective simulation. The LRC simula-

tion (shown in red) includes all 155 years, whereas HRC03

extends from year-1 to year-112 (shown in black), and

HRC06 (shown in blue) includes years 102–155. The last

50-year monthly climatology is shown in Fig. 1b. In

Fig. 1b we omit HRC03 since the differences between

HRC06 and HRC03 are indistinguishable compared to the

differences between HRC06 and LRC. Despite the fact that

the initial conditions are drawn from the same data there is

a significantly different initial evolution in the LRC and

HRC03 simulation. Beyond about year 50, both LRC and

HRC03 appear to have similar statistics in the global mean

SST variability despite rather different mean climates.

Figure 1a also indicates that HRC06 and HRC03 have

similar climates beyond about year 50. Finally, we see that

the annual cycle for HRC06 (or equivalently HRC03) is

about 0.2–0.3 �C warmer than LRC (Fig. 1b). This is in

contrast to G10 where the increase in atmospheric resolu-

tion leads to upper-ocean cooling of about the same mag-

nitude. Essentially, much of the global cooling due to

increased atmospheric resolution in G10 (see their Fig. 2)

is reversed by increasing the ocean resolution. Finally, we

note that both simulations are considerably warmer than

the observational estimates from the Advanced Very High

Resolution Radiometer (AVHRR; clear sky derived SST

data monthly gridded from Jan 1985 to Dec 2002 were

averaged to produce monthly SST climatology on *9 km

global lat/lon grid; Casey et al. 2010).

While it appears that the globally averaged surface

temperature reaches equilibrium (or at least the drift is

small) by year 70 or 80, the deep ocean temperatures

continue to drift. Here we define the drift in terms of annual

mean temperatures as a function of depth. The drift for any

year, therefore, is the difference from the year 1 annual

Table 1 Model resolution

experiments with CCSM family

of models

Study Atmos (degrees) Ocean (degrees) Experiment

Gent et al. (2010) 0.5 1.2 9 (0.27–0.54) Climate of the twentieth century

Bryan et al. (2010) 0.25 0.1 9 0.1 20-year simulation with fixed forcing

McClean et al. (2011) 0.25 0.1 9 0.1 20-year simulation with fixed forcing

Current study 0.5 0.1 9 0.1 155-year simulation with fixed forcing
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Fig. 1 Time evolution of global

mean sea surface temperature

anomalies (top) for LRC (red),

HRC03 (black) and HRC06

(blue). The anomaly is defined

as the deviation from the

climatology based on the last

50-years of each respective

simulation. The bottom panel
shows the last 50-year monthly

mean climatology from LRC

(red), HRC06 (blue) and

AVHRR Climatology (green)
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mean. For example, Fig. 2 (top) shows the global mean

ocean subsurface temperature drift for all 155 years of

LRC as a function of depth. In the upper 500 m the ocean

temperatures stabilize in the first 40–50 years, while below

500 m the drift continues throughout the simulation. In

order to compare the drift in in LRC and HRC06 we have

redefined the drift relative to year-102 instead of year 1.

The bottom two panels of Fig. 2 show the drift for years

102–155 for LRC (left panel) and HRC06 (right panel).

The deep ocean drift in LRC remains apparent and there is

some upper ocean (above 500 m) low frequency variability

that can also be detected in the top panel of Fig. 2. In

contrast to LRC, the drift in HRC06 is weaker and more

surface intensified compared to LRC, with cooling at all

depths. Note that the pattern of surface cooling and sub-

surface warming in LRC is very similar to that described in

the experiments of Delworth et al. (2012), which they

attribute to eddy heat transports that are too weak.

4 Annual mean and annual cycle

4.1 Near surface temperature

Figure 3 (top panel) shows the annual mean SST (dis-

played on the atmospheric model grid for cells with frac-

tional land and sea ice coverage less than 50 %) difference

between HRC06 and LRC01, and the bottom panels of

Fig. 3 show the differences from observational estimates

that is LRC-OBS and HRC06-OBS respectively. The

HRC06 SST is warmer than LRC01 throughout the extra-

tropics. The relative warmth of HRC06 is quite large in the

Fig. 2 Global ocean temperature drift as a function of depth and

time. Top panel shows the drift for LRC in �C where the drift is

defined as the difference (current year minus year 1) in the annual

temperature. Bottom panels show the global ocean temperature drift

(current year minus year 102) for LRC (left) and HRC06 (right).
Contour interval is in �C
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Fig. 3 Annual mean surface

temperature difference (top)

HRC06-LRC, (middle) LRC-

Observations and (bottom)

HRC06-Observations.

Observational estimates are

based on AVHRR climatology.

Contour is in degrees Celsius.

Values plotted are statistically

significant at 99 % confidence

interval using a standard

Student’s t test
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North Atlantic and the North Pacific, and is also concen-

trated in the western boundary current regions and the

Southern Ocean. A similar, but smaller response to

increasing ocean component resolution was obtained in the

U.K. HiGEM model (Shaffrey et al. 2009). Much of the

warming along the North Atlantic Current is a result of a

westward shift of the subpolar front to a more realistic

position, resulting in an amelioration of the large negative

SST bias typical of coarse resolution models in that region.

The dynamics of the North Atlantic current in this region

are complex, and the solutions, even at this high-resolution,

remain sensitive to parameterization choices (Bryan et al.

2007). As shown in that study, the path of the Gulf Stream

and North Atlantic current depend on a complex interaction

of the surface and deep boundary currents, and thus can be

influenced by factors such as the stability of the Gulf

Stream after it separates from the coast (stronger instability

leading to a stronger barotropic flow and interaction with

topography), and the strength and depth of the southward

flowing deep western boundary current. It is difficult to

isolate causality in these experiments with the output

available. There are large positive differences in the

northern North Atlantic in Fig. 3 (top), especially where

sea ice concentrations approach 50 %. Although not seen

with this contour interval there is ubiquitous warming

throughout the tropics, but the magnitude of the warming is

generally between 0.25 and 0.75 �C. There are some

notable reductions in error in HRC06 relative to LRC.

These reductions include the North Atlantic, the Sea of

Okhotsk and the Southern Ocean south of 60S.

The annual mean land and sea ice surface temperature

(again displayed on the atmospheric model grid, for cells

with fractional land and sea ice coverage greater than

50 %) is shown in Fig. 4. One might expect that the land

surface response would be relatively small since only the

ocean resolution is different. However global average SST

has a large impact on global land temperatures as shown in

atmosphere-only simulations with prescribed SST (Scaife

et al. 2008). The warming in the sea-ice regions is notable.

Much of the surface where there should be perennial Arctic

sea ice in the HRC06 simulation is over 5.0 �C warmer

than LRC. Sea-ice issues are discussed further below. The

relative warmth (HRC06-LRC) of the land surface in much

of the Northern Hemisphere exceeds 1.0 �C. This is con-

sistent with the results of Deser et al. (2010) who found that

heat released from the Arctic Ocean under reduced sea-ice

conditions is communicated to the Arctic atmospheric

boundary layer by transients, and Kumar et al. (2010) who

found that arctic sea-ice loss during 2007 accounted for a

large fraction of high-latitude land surface warming north

of 60 N. The warming of the Southern Hemisphere land

surface is small except in the Antarctic.

Figure 5 (top) shows the atmospheric temperature dif-

ference at 850 hPa along with estimated model errors in

LRC (middle) and HRC06 (bottom). Observational esti-

mates of 850 mb temperature are from NCEP/NCAR

reanalysis (Kalnay et al. 1996). Throughout the entire

lower troposphere HRC06 is warmer than LRC. This rel-

ative warmth holds even over regions where some surface

cooling was noted, e.g., regions in the Southern Ocean

Fig. 4 Annual mean surface

temperature (fractional land and

sea ice coverage greater than

50 % in a grid cell) difference

(HRC06-LRC). Contours are in

degrees Celsius. Values plotted

are statistically significant at

99 % confidence interval using

a standard Student’s t test
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Fig. 5 (Top) Annual mean 850

mb temperature difference

(HRC06-LRC), (middle) LRC-

observations and (bottom)

HRC06-observations.

Observational estimates are

from NCEP/NCAR reanalysis

(Kalnay et al. 1996). Contours

are in degrees Celsius. Values

plotted are statistically

significant at 99 % confidence

interval using a standard

Student’s t test
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centered on 60�S (see Fig. 3). The regions of relatively

large surface warming are associated with corresponding

lower tropospheric warming. The 850 hPa temperature

errors are largely consistent with the surface temperature

errors seen in Fig. 3. Perhaps somewhat different is the

amelioration of the sub-tropical Pacific cold biases. Over-

all, however, the warm errors in the high-latitudes in

HRC06 dominate the error maps.

4.2 Precipitation

The annual mean precipitation difference (HRC06-LRC) is

shown in Fig. 6 (top). The total fields are shown in Fig. 6

(middle) and observational estimates are shown in Fig. 6

(bottom). The observational estimates are based on Xie and

Arkin (1997) analysis commonly referred to at as CMAP.

In the extra-tropics, the rainfall increases with increasing

ocean model resolution in the regions overlying western

boundary currents and the Southern Ocean near South

Africa. These differences can also be detected in the total

fields (Fig. 6 middle). This is consistent with regions of

relatively large western boundary current temperature dif-

ferences, as shown in Fig. 3. The precipitation in HRC06

increases over LRC in high-latitude ice regions where

HRC06 is relatively warm (see Fig. 3). There are also

precipitation differences in the tropical Pacific, which are

significant at the 99 % confidence interval and yet are

difficult to detect in the total fields. The rainfall increases in

the central and eastern Pacific slightly north of the equator,

and there is reduced rainfall in the western Pacific also

slightly north of the equator. The east–west rainfall dif-

ferences in the tropical Pacific are consistent with a

stronger ENSO and a weaker Walker circulation (see

Fig. 18 and associated discussion). Finally, there are some

regional differences over land that are worth noting. For

example, the rainfall over equatorial South America is

reduced.

The mechanism for the intensification of the east Pacific

ITCZ is not fully understood, but one possible mechanism

is related to the sea-ice changes (see also Sect. 6). HRC06

has significantly less sea-ice compared to LRC in the

Northern Hemisphere, which as suggested by Chiang and

Bitz (2005; see also Kang et al. 2008), should lead to an

intensification of the ITCZ in the warmer Hemisphere (i.e.,

Northern Hemisphere) as detected in Fig. 6 (top) in the

eastern Pacific. It is also possible that resolved TIW in

HRC06 produce relative SST warming slightly north of the

equator, which serves to strengthen the ITCZ. The ITCZ is

also seen to intensify in the Northern Hemisphere in the

Atlantic Ocean, particularly with noted reduction of rain-

fall in the Southern Hemisphere—again hypothesized to be

consistent with relatively stronger warming on the North-

ern Hemisphere high latitudes.

4.3 Gulf stream region

One of the key motivating factors for this study is to assess

how resolved ocean fronts and eddies impact the mean

large-scale climate, through mechanisms described, for

example, by M08. We have applied some of the M08

diagnostic methods in Figs. 7, 8, 9. Specifically, Fig. 7

(top) shows the North Atlantic SST climatology from

HRC06 (shaded) and LRC superimposed (black contours)

and Fig. 7 (bottom) shows the observational estimates from

AVHRR. Figure 8 is in the same format, except the figure

shows the climatological rainfall, and Fig. 9 shows the

surface current speed calculated from monthly means. The

observational estimate of surface current speeds are from

Maximenko and Hafner (2010)3 and CMAP is used to

estimate the observed rainfall climatology. In terms of the

surface temperature, HRC06 produces much sharper gra-

dients than LRC along the coast of North America and in

the Gulf Stream separation region (see Fig. 7). Compari-

sons with the observational estimates highlight the fact that

the HRC06 simulation is far more realistic even in the

detailed structure to the south and east of Newfoundland. In

contrast, the SST in the LRC simulation is strikingly

similar to the smoothed (and degraded SST) used in the

prescribed SST AGCM simulations in M08. Note that

fields plotted in both Figs. 7, 8 are on the AGCM grid,

which is the same in HRC06 and LRC.

Figure 8 indicates significant structural changes in the

simulated rainfall associated with ocean model resolution.

For example, the axis of maximum rainfall in HRC06

follows the maximum SST gradient so that the rainfall hugs

the US coast and extends out into the open Atlantic as part

of the Gulf Stream extension. The LRC simulation captures

some aspects of the rainfall maximum along the US coast,

but perhaps as expected, fails to capture the east–west

oriented maximum along the Gulf Stream extension.

Rainfall in the HRC06 simulation bears a striking resem-

blance to the observational estimates.

Figure 9 shows the surface current speed in HRC06

(shaded) and in LRC (contours). The surface current speed

is calculated from monthly mean data using the same

overlapping 50-year period. The improvements in the

structure and amplitude of the surface current speed are

striking. The Gulf Stream separation in HRC06 is easily

detected and extends well into the open ocean, whereas in

LRC the coastal currents are weak and less than 20 cm s-1

in broad regions where the HRC06 currents are twice as

strong. Many of the complexities of the currents in the

Labrador Sea and immediately to the south in the HRC06

simulation are absent in LRC.

3 See http://apdrc.soest.hawaii.edu/datadoc/scud.php.
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Fig. 6 (Top) Annual mean

precipitation difference

(HRC06-LRC), (middle) annual

mean precipitation for HRC06

(shaded) and LRC (contours),

and (bottom) observational

estimates from Xie and Arkin

(1997). Values plotted are

statistically significant at 99 %

confidence interval using a

standard Student’s t test.

Shading and contours are in

mm day-1
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Similar results and improvements with HRC06 as those

shown in Figs. 7, 8, 9 are also found in the Kuroshio region

of the North Pacific.

4.4 Equatorial annual cycle

In much the same way that resolving ocean mesoscale

fronts and eddies motivated the numerical experiments

presented here, resolving TIW was also expected to modify

the near equatorial climate. Jochum and Murtugudde

(2004), for example, argue that the presence of TIW leads

to a net heat gain slightly poleward of the equator. Relative

warming slightly north of the equator has been detected in

HRC06 in both the Pacific and to a lesser degree in the

Atlantic (Fig. 3). TIW have typical wavelengths of 10� in

longitude so that we expect the control simulation (LRC) to

capture significant TIW variability, but as we indicate here

there are notable difference. The differences in the TIW

activity between LRC and HRC06 show two distinct ele-

ments. First, the warming signal in HRC06 relative to LRC

reduces the strength of the eastern Pacific cold tongue and

the associated meridional SST gradient. This results in

fewer periods where TIW activity is relatively large in

HRC06 compared to LRC. Second, the active TIW periods

in HRC06 when compared to active TIW periods in LRC

have larger amplitude. These differences are highlighted in

Fig. 10, which shows time-longitude sections of Pacific

daily SST averaged from 3�N to 6�N for both HRC06 (left

panel) and LRC (right panel). These 10-year periods were

chosen at random.

Fig. 7 The top panel shows the time mean SST temperature in �C from LRC (contours) and HRC06 (shaded). The bottom panel shows

climatological SST from AVHRR
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In order to examine the possible role of TIW, the near-

equatorial (equator to 5�N) annual cycle of SST difference

between HRC06 and LRC is shown in Fig. 11 (top panel).

The HRC06 simulation is generally warmer than the LRC

simulation throughout the year, but there is a notable

increase in the relative warmth during the peak cold-tongue

season (August through November) in the Pacific, which

migrates westward through the early boreal winter. This

peak cold tongue season is precisely when the TIW are

preferentially excited. The warmer temperatures are con-

sistent with enhanced rainfall (see Fig. 6), and there is

likely a positive feedback. Ultimately, either the sea-ice

mechanism (i.e., Chiang and Bitz 2005), relative warming

in the Northern Hemisphere (i.e., Kang et al. 2008) or the

relative warming north of the equator due to the TIW are

consistent with the differences (HRC06-LRC) in the trop-

ical Pacific mean climate. Moreover, the differences in the

annual cycle of the rainfall (Fig. 11 bottom) indicate a

complex response.

4.5 Ocean stratification

The increase in horizontal ocean resolution could also lead

to changes in the ocean thermal structure. Here we focus

separately on the near equatorial upper ocean (max depth

of 636 m) and the zonally averaged ocean stratification to a

depth of 2,500 m. Figure 12 shows the annual mean ocean

temperature averaged from 1S to 1N to a depth of 636 m

for HRC06 (top), LRC (middle) and the difference (bot-

tom). In the main thermocline in the eastern Pacific the

high resolution simulation has reduced stratification. This

can easily be detected in the difference plot (Fig. 12 bot-

tom) as a vertically oriented dipole structure with warmer

(colder) temperatures below (above) the main thermocline

Fig. 8 The top panel shows the

time mean precipitation in

mm day-1 from LRC

(contours) and HRC06

(shaded). The bottom panel
shows climatological

precipitation from observational

estimates from Xie and Arkin

(1997)
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in HRC06. The reduced eastern Pacific stratification can

also be detected in the total fields (Fig. 12 top and middle).

The western equatorial Atlantic also has reduced stratifi-

cation in the HRC06 simulation. The changes in the Indian

Ocean main thermocline stratification are more subtle. We

argue that these changes in the stratification is due to the

numeric at high resolution as opposed to the eddies

themselves. The Pacific thermocline slope is also some-

what weaker in HRC06. This is also consistent with

changes in the equatorial winds discussed in Sect. 7. Hecht

(2010) show that the equatorial stratification (and subsur-

face current shears) are sensitive to choices of advection

scheme in the eddy-resolving regime, and that the reduced

stratification in the eastern Pacific may be the result of

excessive spurious mixing resulting from inaccuracies in

the advection scheme.

In a similar format as Fig. 12, the zonally averaged

thermal structure is shown in Fig. 13 to a maximum depth

of 2,500 m. At most latitudes and with a maximum in

tropics and sub-tropics the deep ocean (below 1,000 m) is

colder in HRC06 and is indicative of increased stratifica-

tion below the main thermocline. Above 1,000 m at most

latitude HRC06 is warmer than LRC. The maximum

relative warming is poleward of 30 in both Hemispheres.

5 Sea-ice

The horizontal resolution of the sea-ice model is identical

to the ocean model used in HRC06 and LRC, respectively.

As a consequence, significant changes in the sea-ice cli-

matology would be expected. Here we document the

changes in the sea-ice for both the Arctic and the Antarctic

at the two extremes of the annual cycle (i.e., March and

September). The results for the Arctic are shown in Fig. 14

and include the sea-ice concentrations from HRC06 and

Fig. 9 The top panel shows the

time mean surface current

speeds in cm sec-1 from LRC

(contours) and HRC06

(shaded). The bottom panel
shows climatological surface

currents from observational

estimates from Maximenko and

Hafner (2010)
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LRC. In the same format, the results for the Antarctic are

plotted in Fig. 15. At both extremes, the Northern Hemi-

sphere (Fig. 14 upper left and right) sea-ice area is con-

siderably smaller in the HRC06 simulation compared to

LRC. This relative decrease is most notable in March in the

Nordic Seas extending into the Barents and Laptev Seas

and in September in the central Arctic. In these regions

LRC agrees more favorably with current sea ice observa-

tions (e.g., Comiso 1999). Sizable decreases are also seen

in March in the Bering Sea and the Sea of Okhotsk.

A primary reason for the lack of sea ice in the Atlantic

sector and central Arctic in HRC06 compared to LRC is the

relatively higher ocean heat transport into the Nordic Seas

and Arctic in HRC06. Interestingly, transport of the mean

temperature by the mean currents is the key difference,

rather than by eddies (see Sect. 6 below).

In the Southern Hemisphere, during both the annual

minimum (March; Fig. 15 upper panels) and the annual

maximum (September; Fig. 15 lower panels), the sea-ice

concentrations are slightly smaller in the HRC06 simula-

tion. Thus the relative reduction in the Southern Hemi-

sphere is much less than in the Northern Hemisphere. In

other words, the relative lack of Arctic sea-ice but

comparable Antarctic sea ice in the HRC06 compared to

LRC simulations is a striking hemispherically asymmetric

difference between the two runs. The lack of Arctic sea ice

occurs with strong Arctic warming that reaches all the way

to the tropics in HRC06 compared to LRC and is consistent

with the southward shift of the ITCZ in the tropical Pacific

noted earlier (see also Chiang and Bitz 2005).

6 Understanding the warming signal

The intent of this section is to document some of the

sources of the warming signal seen in HRC06 compared to

LRC. There are several elements to the warming:

First, there is a significant increase in the poleward

ocean heat transport in HRC06, which is largely due to

changes in the mean as opposed to the eddy transport. For

example, Fig. 16 shows the global northward ocean heat

transport for HRC06 (red curves) and LRC (blue curves).

The heat transports have been separated into eddy (dot-

dashed curves) and mean (dashed curves) terms. The

observational estimate of Trenberth and Caron (2001) is

shown for comparison. At all latitudes in the Northern

Fig. 10 Time-longitude

sections of Pacific daily SST

averaged from 3�N to 6�N for

both HRC06 (left panel) and

LRC (right panel) in �C
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Fig. 11 (Top) Difference

(HRC06-LRC) in the time-

longitude evolution of the mean

annual cycle of SST averaged

from 3 to 6 N in degrees

Celsius. (Bottom) Difference

(HRC06-LRC) in the time-

longitude evolution of the mean

annual cycle of precipitation

averaged from 3 to 6 N in

mm day-1
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Fig. 12 Time mean vertical

structure of upper Ocean

equatorial temperature averaged

between 1S and 1 N in HRC06

(top) and LRC (middle) and

HRC06-LRC (bottom) in

degrees Celsius. Maximum

depth in all panels is 636 m
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Fig. 13 Time mean vertical

structure zonally averaged

temperature HRC06 (top) and

LRC (middle) and HRC06-LRC

(bottom) in degrees Celsius.

Maximum depth on all three

panels is 2,500 m
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Hemisphere the northward heat flux is larger in HRC06 and

poleward of 50 N the eddy transports are negligible com-

pared to the mean transport. Additional analysis indicates

that the ocean heat transport between 60 N and 80 N in the

high-resolution simulation is dominated by the Norwegian

current. The Norwegian current extension of the North

Atlantic current is unresolved and undetected in the low-

resolution simulation, and it is the ocean heat transport

associated with this current system that initiates the sea-ice

loss in the high-resolution simulation.

Second, this enhanced poleward heat transport is asso-

ciated with large reductions in Northern Hemisphere sea-

ice (Fig. 14). An ice-albedo feedback, in turn, leads to even

further polar warming. For instance, Fig. 17 (top) shows

the climatological difference (HRC06-LRC) in the short

wave radiation absorbed at surface. In the reduced sea-ice

polar regions the increase in short wave radiation absorbed

at the surface is on the order of 20–25 W m-2.

Third, there is enhanced warming in the North Pacific

and North Atlantic in the central basin to the east of the

Fig. 14 Arctic sea ice

concentration in March (upper
panels) and September (lower
panels) for HRC and LRC runs.

The 15 % concentration contour

from the model is shown in red

and from observations in green.

Observations are from passive

microwave averaged 1979–1999

(Comiso 1999)
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major western boundary currents. This increase is associ-

ated with the increase in short wave radiation absorbed

seen above. At first this is somewhat surprising since there

are increases in rainfall in these regions as shown in Fig. 6

(top) and expected increases in cloud cover. The change in

solar radiation at the surface is driven by changes in types

of cloud cover. For instance, in LRC there are ubiquitous

low clouds that serve to increase the albedo relative to

HRC06. HRC06 has more precipitating clouds, which

serves to suppress the ubiquitous low cloud, ultimately

leading to an increase in solar radiation absorbed at the sea

surface seen in Fig. 17 (top).

Fourth, most of the sub-tropics and tropics show a

decrease in short wave radiation absorbed at the surface

except in regions where there are large decreases in tropical

rainfall and cloud cover (in this case there is little com-

pensating increase in low cloud). The warming in the tro-

pics and sub-tropics appears to be largely a long-wave

radiation—increased water vapor greenhouse feedback.

This can be seen in Fig. 17 (bottom) where we have plotted

Fig. 15 As for Fig. 14, but for

Antarctic

Fig. 16 Global northward meridional heat transport. HRC06 results

are in red and LRC results are in blue. The solid curves give the total

transport, the dashed curves give the mean transport and the dot-
dashed curves give the eddy transport. The observed estimates are

from Trenberth and Caron (2001) and units are in petawatts
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the climatological difference (HRC06-LRC) in precipitable

water. The increase in precipitable water occurs every-

where expect in tropical regions where we noted relatively

large decreases in rainfall.

7 Interannual variability

An important question is how higher ocean model resolu-

tion impacts the seasonal-to-interannual variability. In this

respect, we concentrate on the variability of monthly mean

SST anomalies (SSTA). Figure 18 (top), for example,

shows the ratio of the SSTA monthly standard deviation for

HRC06 compared to LRC. The standard deviation is cal-

culated on the atmospheric model grid. The SST variability

applied to the atmosphere is clearly enhanced in HRC06

throughout most of the mid-latitudes and the subtropics.

The core regions of substantially enhanced variance

include the Northern Hemisphere western boundary current

zones and the Southern Ocean from the Atlantic coast

of South America extending through to the Pacific side of

the Australian continent. The enhanced variance in these

regions is arguably expected given the enhanced eddy

activity in HRC06, and later we show evidence that the

enhance variability is, in fact, interacting with the

atmosphere.

Fig. 17 The top panel shows

the time mean difference

(HRC06-LRC) in short wave

radiation absorbed at the surface

in Watts m-2. The bottom panel
shows the time mean difference

(HRC06-LRC) in precipitable

water in kg m-2
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There are also relatively small, but statistically signifi-

cant increases in variance in the tropics. The increases in

the tropics contrast the extra-tropics in that the character of

the variance changes does not show the signature of

enhanced eddy activity. Indeed, the increase in tropical

variance is largely ascribed to the increase in ENSO

variance (see Fig. 18 lower left). On the one hand, the

changes in stratification (i.e., relatively weaker equatorial

Fig. 18 (Top) SSTA monthly mean standard deviation ratio (HRC06/

LRC)—dimensionless. Values greater than 1.0 indicate more variance

in HRC06 and only plotted when statistically significant at the 99 %

confidence interval. (Bottom left) SSTA monthly mean standard

deviation near the equator (1S–1 N) in the Pacific for LRC (red) and

HRC06 (blue) in degrees Celsius. Observational estimates are given

in green. (Bottom right) Time mean zonal wind stress in dyn cm-2

near the equator (1S–1 N) in the Pacific for LRC (red) and HRC06

(blue)
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stratification) with HRC06 would suggest decreased ENSO

variance (see Meehl et al. 2001). On the other hand, the

equatorial Pacific easterlies are generally weaker in HRC06

relative to LRC (see Fig. 18 lower right). The weaker

easterlies are consistent with stronger ENSO variance (e.g.,

Kirtman and Schopf 1998; Burgman et al. 2008). In the

absence of any subsurface stratification changes Kirtman

and Schopf (1998) found that a decrease in the surface

easterlies on the order of 0.025 dynes cm-2 lead to an

increase of ENSO variance by about a factor of 2. Here we

find larger reductions in the easterlies and smaller increases

in ENSO variance. Presumably the smaller increase in

ENSO variance is due to the compensating effect of the

reduced equatorial Pacific stratification.

To examine the changes in air-sea feedbacks with ocean

resolution we have adopted the methodology first sug-

gested by Barsugli and Battisti (1998) and von Storch

(2000) that was later applied to coupled models by Kirtman

and Vecchi (2010), Wu and Kirtman (2007), Wu et al.

(2007) and Wu et al. (2006). These papers argue that, to

first order, when the local point-by-point simultaneous

correlation between the surface heat flux and the SSTA is

strongly positive (with the sign convention that the heat

flux is positive upward—from ocean to atmosphere), the

SST variability can be viewed as forcing the atmosphere.

Conversely, when atmospheric forcing of SST variability

dominates, there is a stronger (negative) simultaneous

correlation between the surface flux and SST tendency, and

the simultaneous correlation between heat flux and SSTA

tends to be small. The simultaneous local correlations of

SSTA and SSTA tendency with surface turbulent heat flux

(latent plus sensible) are shown in Fig. 19 for the two

models, indicating significant differences, especially at

mid-latitudes. The regions of enhanced SST variability in

the Kuroshio, Gulf Stream and Antarctic Circumpolar

Current in HRC06 apparent in Fig. 18 all show strong

positive correlations between SSTA and surface heat flux

(Fig. 19b). The SST variability in these regions is strongly

related to the variability associated with the better-resolved

currents and eddies. With the exception of the ENSO sig-

nature in the tropical Pacific, the correlation between SSTA

and surface flux is small in LRC (Fig. 19a). The correlation

between surface flux and SST tendency is strongly negative

over most of the ocean in LRC (Fig. 19c), an indication of

the predominance of atmospheric forcing of SST variabil-

ity at this resolution. For HRC06, the correlation between

SST tendency and surface flux remains negative, but

weaker than in LRC, over most of the ocean (Fig. 19d)

with holes in those regions where ocean dynamics con-

tribute strongly to SST variability. In addition to the

(a) (b)

(c) (d)

Fig. 19 Simultaneous pointwise correlations between turbulent heat

flux (sensible ?latent) and SST, a low-resolution, b high-resolution,

and between turbulent heat flux and SST tendency, c low-resolution,

d high-resolution. All calculations were done using monthly averages,

with the least squares trend and monthly climatology subtracted. The

SST tendency was calculated by center differencing over 2 months
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western boundary current systems and ACC region stron-

ger SST forcing of the atmosphere is evident in HRC06

along the west coasts of North and South America,

Australia, and southern Africa.

As noted in Sect. 3, mean precipitation and SST dif-

ferences are consistent with one another in that regions of

enhanced mean mid-latitude rainfall coincide with large

positive temperature differences associated with the wes-

tern boundary currents. Some of the enhanced mean rain-

fall in these regions may also be the result of greater

temporal SST variability along with stronger coupling

between the SST variability and latent heat flux—with the

ocean forcing the atmosphere—in the HRC06 compared to

LRC simulation. When the ocean is driving an atmospheric

response, a warm SST anomaly is associated with a larger

increase in latent heat flux than the decrease in latent heat

flux associated with a cold SST anomaly of the same

magnitude because of the non-linear relationship between

temperature and saturation vapor pressure. The result is a

net mean increase in the flux of moisture into the atmo-

sphere in the HRC06 simulation. A similar argument

applies to stationary, spatial variability in the SST fields. In

the tropics, the differences between HRC06 and LRC are

relatively small as expected from the differences in the

SSTA variance.

8 Summary and concluding remarks

The objective of the numerical experiments presented here

was to examine how resolved ocean fronts and eddies

impact the large-scale climate. To do this we examined two

simulations of CCSM3.5. In the first simulation (LRC) the

0.5� atmosphere and land-surface components were cou-

pled to ocean and sea-ice components with zonal resolution

of 1.2� and meridional resolution varying from 0.27� at the

equator to 0.54� in the mid-latitudes. In the ocean eddy

resolving simulation (HRC06), the same atmosphere and

land-surface models were coupled to ocean and sea-ice

components with 0.1� resolution globally. The results

described here present an overall view of the simulations,

and serve to encourage more detailed studies. There are

some notable climatic impacts, for example:

1. The high-resolution simulation is ubiquitously warmer

than the low-resolution simulation. The largest differ-

ences are in the Arctic with notable losses of sea-ice

and in regions of relatively large ocean eddy activity

(i.e., Southern Ocean and western boundary currents).

The loss of sea-ice appears to be due to increase mean

northward ocean heat transport. Surprisingly, this

increase in heat transport is not due to eddies, but is

due changes in the mean circulation. The ubiquitous

warming involves an ice-albedo feedback in the polar

latitudes, changes in cloud cover in the western

boundary current regions and global water vapor in

the tropics and sub-tropics.

2. The SST front associated with the Gulf Stream is better

resolved in the high-resolution simulation. This leads

to large structural changes in the mean rainfall. Similar

changes in the currents are seen in the vicinity of

the Kuroshio, but the increased ocean resolution is

apparently not as important for maintaining the SST

gradient, as the temperature and rainfall differences are

small compared to the Gulf Stream.

3. The equatorial stratification in the main thermocline

(upper 500 m) of the Pacific and Atlantic Oceans

weakens with the inclusion of resolved eddies. Con-

versely, the deep ocean (below 1,000 m) stratification

increases at all latitudes.

4. The variability of monthly mean SSTA increases with

increasing ocean resolution throughout the extra-

tropics. This increase is most notable in the western

boundary current regions and the Southern Ocean. The

variance increased in the tropics also, but this change

is apparently linked to an increase in ENSO variance

as opposed to a direct affect of the resolved eddies.

5. There were notable differences in local air-sea inter-

actions. In the extra-tropics there is evidence of

stronger forcing of the atmosphere by SST variability

arising from ocean dynamics. In fact, in the lower

resolution simulation, the coupling between SSTA and

surface heat flux is very weak.

Finally we note that we focused on how the resolved

eddies impact simulation without any changes to the

parameterizations—we take it for granted that significant

effort is still required to ensure that the model with

increased resolution can be further refined to produce

improved simulations. In fact, we hope these simulations

can be used to guide such an effort.
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