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Ocean General Circulation Models (OGCMs) are very useful tools to analyze and quantify heat budget
terms governing the sea surface temperature variability. However, model results are strongly dependant
on the momentum forcing used. In this study, five simulations of a climate-type OGCM, forced by differ-
ent wind stress products from atmospheric reanalyses, satellites and in situ data are performed. They are
analyzed in the eastern tropical Pacific from 1993 to 2000, in the Pacific cold tongue, a key region where
all terms of the heat budget are important. The differences in thermodynamical and dynamical oceanic
parameters relevant for mixed layer budgets are first documented in the five simulations, and validations
against observations are presented at annual and intraseasonal scales. It is then shown that the different
components of the oceanic heat budget are quantitatively greatly affected by the choice of the wind forc-
ing, and the amplitude of the terms explaining sea surface temperature variations can double from one
simulation to the other. In contrast, the relative contributions of the terms, i.e. mean advection, atmo-
spheric forcing, mixing at the base of the mixed layer and contributions of eddies are the same in all sim-
ulations forced by different wind stress products. This is true for the mean 1993–2000 period, at seasonal
timescales and during interannual events such as the abrupt cooling observed in the cold tongue in May
1998. This paper thus suggests that model users can be confident in the physical processes governing sea
surface temperature variability whatever the wind stress used to force their model is, but they must be
very cautious when estimating quantitatively heat budgets terms with one simulation only.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The equatorial Pacific cold tongue is a conduit with continuous
mass and heat exchanges. It is characterized by surface current
divergence and upwelling. The thermocline there is close to the
surface, and the strong vertical stratification leads to a thin mixed
layer. It is an oceanic region with one of the most intense heat gain
from the atmosphere, and a key region for the ENSO (El Niño-
Southern Oscillation) phenomenon. Understanding the oceanic
processes that redistribute the atmospheric flux entering the
ocean, and drive sea surface temperature (SST) variability on an-
nual and interannual scales is fundamental.

Motivated by this important issue, several empirical (Stevenson
and Niiler, 1983; Bryden and Brady, 1985, 1989; Enfield, 1986;
Hayes et al., 1991; Swenson and Hansen, 1999; Wang and McPha-
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den, 1999, 2000, 2001a) and numerical (Kessler et al., 1998; Via-
lard et al., 2001; Menkes et al., 2006; Jochum and Murtugudde,
2006; Kim et al., 2007) studies examined the mean heat budget
in the region, as well as its seasonal and interannual variability.
Using meridional hydrographic sections, Bryden and Brady
(1985) determined the heat budget for the 150–110�W, 5�S–5�N
box. This pioneering work showed that the heat gain from the
atmosphere was redistributed westward and poleward by surface
currents and that strong upwelling contributed to maintain the
cold tongue. Subsequent papers confirmed and detailed these find-
ings. Basically, upwelling brings cold water up to the near-surface,
turbulence entrainment flux brings it into the cold tongue and the
surface Ekman divergence then exports it from the cold tongue
poleward, while atmospheric fluxes and zonal and meridional eddy
advection warm the cold tongue.

Eddies at 15–45 day-periods also contribute to the warming
and are associated with tropical instability waves (TIW). TIW are
large-scale westward-propagating perturbations of currents and
temperature, often observed as meanders in the front separating
cold waters of the equatorial upwelling from warmer waters to
the north (Legeckis, 1977). Observed in the 10–50 days period
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band, they can be separated into an equatorial and off-equatorial
signal. The equatorial signal peaks at 17-day in observations and
may be described as Yanai waves (Lyman et al., 2005). The signal
that is found north of the equator has a broader frequency peak
centred at about 30 days and may be interpreted as a combination
of the equatorial signal, Rossby waves (Lyman et al., 2005) and
other dynamical processes. It can also be viewed as nonlinear
westward moving eddies or tropical instability vortices (Dutrieux
et al., 2008; Kennan and Flament, 2000; Menkes et al., 2002; Men-
kes et al., 2006). Their complex three-dimensional structure
strongly modulates the SST field at intraseasonal timescale. Since
the initial suggestion of eddy-induced warming (Hansen and Paul,
1984), considerable efforts have been made to precisely quantify
the eddies heat advection in observations and model studies
(Baturin and Niiler, 1997; Vialard et al., 2001; Jochum and
Murtugudde, 2006; Menkes et al., 2006; Jochum et al., 2007;
Dutrieux et al., 2008).

At seasonal timescales, the SST variations have also been
attributed to a variety of processes (Enfield, 1986; Kessler
et al., 1998; Swenson and Hansen, 1999; Wang and McPhaden,
1999, 2001b). The equatorial upwelling, turbulent entrainment
and eddy heat fluxes, that mimic the mean seasonal cycle of
surface winds, are strongest during the second half of the year.
Their variations tend to cancel each other, and the SST varia-
tions finally appear to follow the variation of net solar radiation
at the ocean surface (Kessler et al., 1998). During an El Niño
event, oceanic processes drive SST changes, while atmospheric
processes restrain them (Hayes et al., 1991; Wang and McPha-
den, 2000; Vialard et al., 2001; Boulanger and Menkes, 2001;
Kim et al., 2007), together with the reduction of warming due
to weakened TIWs. Anomalous zonal advection of warm waters
from the west, weakening of vertical turbulent mixing and
entrainment have all been suggested to contribute to the warm-
ing of the cold tongue.

Thus, the heat budget of the cold tongue has been largely stud-
ied. The conclusion is that it is a very complex region where all dif-
ferent terms may significantly contribute to the heat budget, at one
time or another. A major remaining uncertainty concerns the
quantitative estimation of the different terms. In particular, the
magnitude of cooling by vertical processes and warming by
eddy-advection which partitions into zonal, meridional and verti-
cal contributions are still an object of active research. It is quite
unachievable to close heat budgets and to accurately compute
these components of the mixed layer tendency budget with obser-
vations. Models can help in this purpose. However, the problem
with model results is that they may be sensitive to the model phys-
ics, including mixed layer physics, lateral diffusion parameteriza-
tions (Jochum et al., 2005; Menkes et al., 2006) and, perhaps
more importantly, to the atmospheric forcing used to force these
models.

Different wind stress products are available to force OGCMs,
and these wind stress products have different spatial and temporal
resolutions, and different amplitudes. It is well known that, in the
equatorial region particularly, momentum forcing can vary widely
depending on the data set chosen (e.g. Busalacchi et al., 1993; Liu
et al., 1996; Fu and Chao, 1997; Grima et al., 1999; Milliff et al.,
1999; Hackert et al., 2001). The equatorial model dynamics is dom-
inated by and is sensitive to the choice of the wind stress forcing
used (Liu et al., 1996; Hackert et al., 2001; Agarwal et al., 2007;
Jiang et al., 2008; Athie et al., submitted for publication) although
heat fluxes may play a secondary role (Ayina et al., 2006). Differ-
ences in the wind forcing affect the surface and subsurface dynam-
ics and thermodynamics, and the depth of the mixed layer. Liu
et al. (1996) and Ayina et al. (2006) also suggested that they affect
the different components of the oceanic heat budget, but they only
touched briefly upon this subject.
The previous studies cited above have often used the response
of ocean models as a way to evaluate a particular wind stress,
whether it is a satellite wind or a reanalysis wind. Here, we wish
to build on these previous studies not to assess a ‘‘best wind stress
product” but rather to evaluate incertitude for mixed layer heat
budgets in an OGCM and determine what robustness is expected
from model results. Are the relative contributions of TIWs, mean
advection, atmospheric forcing and mixing at the base of the mixed
layer changed in simulations with different wind forcings? Are
they similar during particular periods such as abrupt coolings dur-
ing the transition from El Niño to La Niña? Then, what can be our
confidence in heat budgets performed with one wind forcing or an-
other? Quantitatively? Qualitatively?

The paper is organized as follows. Section 2 presents the model
and the wind products used to force it. Section 3 briefly presents
the differences in the model simulations in dynamics and thermo-
dynamics oceanic fields that matter to explain the heat budget.
Section 4 compares the contribution of the components of the
1993–2000 mean and of the mean seasonal mixed layer heat bud-
get in the different simulations. The comparison is also done dur-
ing one particular event (the abrupt cooling during the transition
phase from El Niño to La Niña in May 1998). Section 5 concludes
and discusses our result implications.
2. Model and forcings

2.1. Model description

The OGCM used in this study is the OPA model (Madec et al.,
1998) in its global configuration ORCA2. This configuration is used
for a wide range of oceanographic and climatic studies, notably
used for IPCC (Intergovernmental Panel on Climate Change). The
horizontal mesh is based on a 2� by 2� Mercator grid. In addition,
the meridional resolution is enhanced in the tropics, reaching up
to 0.5� in latitude at the equator. There are 31 vertical levels from
surface to bottom with a resolution of 10 m in the upper 150 m,
decreasing to 500 m in the deep ocean. The model uses a free sur-
face formulation (Roullet and Madec, 2000). Lateral tracer and
momentum mixing is done along isopycnals, as it has been shown
that this parameterization is best suited to simulate the observed
eddy effects in the tropics (Lengaigne et al., 2003; Pezzi and Rich-
ards, 2003). Vertical eddy viscosity and diffusivity coefficients are
computed from a 1.5 turbulent closure scheme based on a prog-
nostic equation for the turbulent kinetic energy (Blanke and Dele-
cluse, 1993) and a diagnostic equation for the dissipation and the
mixing turbulent length scales. A flux corrected transport (FCT)
advection scheme (Zalesak, 1979) described and tested in (Levy
et al., 2001) is used, instead of the second order centered advection
scheme usually used in OPA. More details about this configuration
can be found in (Cravatte et al., 2007).

The momentum forcing of the model comes from 1993 to 2000
different wind stresses (see next paragraph). To limit our sensitiv-
ity study to momentum forcing, heat and freshwater fluxes are all
computed using semi empirical and bulk formulae (Goose, 1997)
with the same input files: precipitations are taken from observa-
tions (Xie and Arkin, 1996) and other atmospheric forcing fields
consist of the NCEP/NCAR daily reanalysis data of surface air tem-
perature and relative humidity, cloudiness and 10 m wind speed
(Kalnay et al., 1996). Let us stress that modelled SSTs enter the flux
calculation, thus there is an indirect sensitivity of the heat and
freshwater fluxes to the different stresses but it is believed to be
limited especially because such flux formulation also introduces
a sort of relaxation term of SST towards the NCEP SST through
the turbulent fluxes. Moreover, it implies that differences in ocean
thermodynamics and dynamics we will observe will be attribut-



Table 1
Description of the different wind stress products used to force the OGCM before being interpolated onto the model grid.

Spatial resolution (latitude by longitude) Temporal resolution Source

RUN-ERS 1� by 1� 7 days CERSAT-IFREMER
RUN-TAO 1� by 1� 5 days Menkes et al. (1998)
RUN-SSMI 1� by 1� 5 days Atlas et al. (1999)
RUN-NCEP 1.875� by 1.915� Daily NCEP1; Kistler et al. (2001)
RUN-ERA 1.125� by 1.125� Daily ERA-40; Uppala et al (2005)
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able to differences in wind stress only. The solar radiation pene-
trates the top meters of the ocean, with a downward irradiance for-
mulated with two extinction coefficients (Paulson and Simpson,
1977) whose values correspond to a type I water in Jerlovs classi-
fication. The model starts from an ocean at rest with January tem-
perature and salinity fields from the Levitus (1998) climatology. It
is spun up for a 3-year period using 1993 forcing fields before start-
ing the interannual simulations. Daily outputs are provided.

2.2. Wind forcings

Five different wind stresses are used to force the OGCM, origi-
nating from satellite and in situ data as well as from reanalysis
products. The first wind stress field (RUN-ERS forcing) is obtained
from ERS-1 and ERS-2 scatterometer data (Bentamy et al., 1996).
The second 5-day product, (RUN-TAO forcing), is obtained from
Fig. 1. Zonal wind stress (colors) in N m�2 and wind stress curl (contours) in 10�8 N m�

represent the 160–90�W, 2�S–2�N region.
wind stresses derived by combining ERS-1 and ERS-2 scatterome-
ter data with the in situ TAO data, with a smoothed transition to
NCEP wind stresses poleward of 60� (Menkes et al., 1998, 2006).
The third one is obtained from SSMI/I wind (RUN-SSMI forcing).
5 day average SSM/I wind data from (Atlas et al., 1999) are con-
verted into stress using a constant 1.2 E�3 drag coefficient. The
two other wind-forcing fields are the daily NCEP/NCAR wind stres-
ses (Kistler et al., 2001) (RUN-NCEP forcing) and the daily ERA-40
reanalysis wind stresses (Uppala et al., 2005) (RUN-ERA forcing).
These five wind stress products have different original spatial
and temporal resolutions (Table 1), and they have all been interpo-
lated onto the model grid.

Mean 1993–2000 zonal wind stresses and mean wind stress
curls are shown in Fig. 1, and Table 2 summarizes information
about the mean and the standard deviation of the different prod-
ucts. Obviously, intensities of the mean zonal wind stresses are
2 from the five simulations. Contours are plotted every 2 � 10�8 N m�2. The boxes



Table 2
Properties of the different wind stress products interpolated onto the model grid, for the January 1993 to December 2000 period. The mean and the standard deviation (STD) of
the zonal wind stress are in 10�2 N m�2, and the mean kinetic energy input (KE) in the ocean per unit area (see text) is in W m�2.

RUN-ERS RUN-TAO RUN-SSMI RUN-ERA RUN-NCEP

Mean zonal wind stress, 2�S–2�N, 120�E–80�W �2.27 �3.04 �2.66 �2.76 �1.75
Mean zonal wind stress, 2�S–2�N, 160–90�W �3.34 �4.43 �4.10 �4.04 �2.55
Interannual STD of the zonal wind stress, 2�S–2�N, 120�E–80�W 1.0 1.5 1.3 1.1 0.8
Seasonal STD of the zonal wind stress, 2�S–2�N, 120�E–80�W 0.7 1.0 0.9 0.9 0.6
Intraseasonal STD of the zonal wind stress, 2�S–2�N, 120�E–80�W 1.4 1.8 1.7 2.0 1.6
KE input, 10�S–10�N, 120�E–80�W 0.53 0.92 0.84 0.80 0.35
KE input, 2�S–2�N, 160–90�W 1.25 2.25 1.59 2.17 1.17
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quite different in the five products. As already noticed by Menkes
et al. (1998), the RUN-TAO forcing is stronger than the RUN-ERS
forcing. RUN-SSMI and RUN-ERA are close and weaker than RUN-
TAO at the equator, but stronger poleward of 5�. NCEP zonal wind
stress is notably weaker as already noted (Agarwal et al., 2007).
Interestingly, the reanalyses fail to reproduce the narrow strip of
positive curl along the SST front just north of the equator from
about 160� to 100�W (Fig. 1d and e), which is clearly visible in
RUN-ERS, RUN-SSMI, and especially in RUN-TAO fields (Fig. 1a).
This pattern is also visible in QuikSCAT winds as shown in Kessler
et al.’s (2003) Fig. 5. Its strength in the TAO wind field is obviously
overestimated compared to the satellite data and that is probably
due to the paucity of TAO buoy meridional positions at equator,
2 and 5�N. This small feature has been suggested to be important
for Sverdrup-derived zonal currents (Kessler et al., 2003). Failure
to represent that feature in the reanalyses might be in part ex-
plained by the poor meridional resolution, especially in the NCEP
wind. More probably, it may be the atmospheric model dynamics
itself that lead to missing that feature, despite the satellite data
assimilation.

Another interesting wind characteristic useful for the oceanic
response is the wind kinetic energy input (KE) in the ocean. De-
fined as the dot product of wind stress and surface current, it rep-
resents the mechanical wind energy input into the ocean. In the
tropical Pacific, one of the main source of KE for the global ocean,
it depends mainly onto the wind stress strength and the structure
of the simulated SEC (South Equatorial Current, where there is a
transfer of energy into the ocean) and of the NECC (North Equato-
rial CounterCurrent, where there is a removal of energy from the
ocean) (Brown and Fedorov, 2008). As can be seen in Table 2, the
KE into the ocean is greater for RUN-TAO, important for RUN-SSMI
and RUN-ERA, lower for RUN-ERS and much lower for RUN-NCEP.
These differences may in particular affect the mean thermocline
slope and the turbulent kinetic energy dissipated in the mixed
layer.

Finally, standard deviations at seasonal, intraseasonal and inter-
annual timescales are compared (Table 2). At seasonal and interan-
nual timescales, RUN-TAO zonal wind stress forcing exhibits the
highest variability in the equatorial band and RUN-NCEP the low-
est. At intraseasonal timescales, RUN-ERA zonal wind stress forcing
exhibits the highest variability because of its daily resolution, and
RUN-ERS the lowest. Determining how such variability impacts the
oceanic variability is absolutely not straightforward in a nonlinear
complex OGCM as the following will show.

3. Differences in oceanic temperature, current and eddy fields

The differences in intensity, frequency and variability of wind
stress products create important differences in surface and subsur-
face dynamical and thermodynamical ocean responses. For the
sake of this paper, we will not describe all the differences induced
by these various wind forcings, but rather will focus on the ocean
parameters relevant for mixed layer budgets.
3.1. Mean temperature

The mean 1993–2000 modelled temperatures are first validated
against Reynolds and Smith’s (1994) data and TAO/TRITON moor-
ings in situ temperatures. Typical mean simulated SSTs are shown
in Fig. 2b, and are closed to the observed ones (Fig. 2a). In our mod-
el simulations, there is no hint of the cold bias that has been re-
ported in previous studies (Karnauskas et al., 2007) even with
the five different wind products. Different wind forcing products
lead to different mean SSTs in the cold tongue region indicating
different heat budget equilibrium. The RUN-SSMI is colder and clo-
ser to the observations than the other runs (Fig. 2c). The RUN-NCEP
is warmer in the whole equatorial band. Despite the underlying
relaxation toward NCEP air surface temperature exerted by the tur-
bulent fluxes on SST, there is as much as 1.8 �C difference in the
cold tongue region between RUN-SSMI and RUN-NCEP. The merid-
ional SST gradients are identical (not shown), and the zonal SST
gradients in the five runs are similar. It is slightly greater in
SSMI-RUN and close to the observations, and weaker in NCEP-
RUN. There are also differences in the eastern part of the cold
tongue, with SSMI-RUN exhibiting a stronger positive SST zonal
gradient. Nevertheless, these differences are small and their impact
on the mean zonal advection will be negligible.

At depth, the thermocline is too diffuse in all the runs (not
shown), a well-known bias for ocean models in the equatorial re-
gion (see, for example Jiang et al.’s (2008) Fig. 4a for another ocean
model example). The mean depth and zonal slope of the thermo-
cline almost directly depend on the zonal wind stress, and more
precisely on the wind kinetic energy input, as suggested by Brown
and Fedorov (2008). In RUN-NCEP, because of the wind weakness,
the thermocline is too shallow in the western equatorial Pacific
and too deep in the eastern part of the basin. In the other runs,
the mean depth and the mean thermocline slope are much more
realistic and close to the observed ones, with slight differences be-
tween the runs linked to the wind kinetic energy input differences
(see Table 2).

3.2. Mean surface and subsurface equatorial currents

The mean 1993–2000 modelled surface currents are also vali-
dated against a drifter-derived climatology of global near-surface
currents representative of about the same time period, kindly pro-
vided by Dr. Lumpkin (Lumpkin and Garraffo, 2005). That climatol-
ogy is essentially representative of the 1992-present period
(Lumpkin, personal communication).

The two branches of the westward SEC, the eastward NECC, and
a part of the weak eastward South Equatorial CounterCurrent are
correctly captured in all runs (Fig. 3). However, the intensity of
the two branches of the SEC and of the NECC is dependent onto
the wind forcing. North of the equator, the SEC is too weak in vir-
tually all runs as compared to the Lumpkin’s observations (see also
Fig. 4b). However, independent observations from TAO equatorial
moorings at 140 and 110�W suggest different conclusions. Indeed,



Fig. 2. (a) Mean 1993–2000 Reynolds SST. (b) Mean 1993–2000 SST for RUN-TAO. The boxes represent the 160–90�W, 2�S–2�N region. (c) Mean 1993–2000 SST averaged in
the 2�S–2�N latitudinal band from Reynolds data (thick black line) and from the five simulations. Units are �C.
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simulated zonal currents extracted at the TAO mooring locations at
every time step where data are available during the 1993–2000
period indicate that the modelled SEC is too strong compared to
the observations (see also Fig. 5). This suggests that the drifter cli-
matology may overestimate the mean zonal current by more than
20 cm s�1. Mean TAO equatorial zonal currents at 110 and 140�W
are 8 and �11 cm s�1, respectively while the drifter estimate are
6 and �23 cm s�1, respectively. It is difficult though to compare
the drifter climatology with TAO currents at precise locations, since
the drifter climatology is very noisy at the equator, and the exact
period represented by drifter data in the climatology is not well de-
fined. Moreover, drifters tend to move away from divergence areas
such at the equator, thus lower sampling and less robustness is
found in that area. All things considered, that inconsistency be-
tween Lumpkin’s and TAO data prevents us from drawing firm con-
clusions on the simulated SEC intensity right at the equator.
Finally, the SEC minimum and the southern branch of the SEC
are also not very well simulated as these are shifted to the north
in the model runs as shown in Figs. 3 and 4b.

The case of the NECC is interesting in that the two satellite-de-
rived products (SSM/I and ERS) give simulations with very unreal-
istic NECC, especially in the western Pacific, with a southward
bifurcating NECC off 140�E. While we do not expect to catch the
right variability near the western boundary in the Mindanao region
– due to low spatial resolution- the behaviour of these satellite
wind forced simulations in the NECC is puzzling. Sensitivity studies
performed in other conditions with the other OGCM ROMS
(Regional Ocean Model System) (Shchepetkin and McWilliams,
2005) for ERS and QuikSCAT forcing also exhibit very similar behav-
iour in the western Pacific. Hence, we think that it is the satellite
forcing as provided that create these patterns. It is possible that
rain-contaminated cells induce spurious data in this region of heavy
convection but further studies need to be conducted to conclude
about these problems (Zuojun Yu, personal communication).
Fig. 4 shows the 160–90�W zonal mean of the 15-m currents as
a function of latitude. The 15-m flow is dominated by Ekman
meridional currents that transport surface water away from the
equator in both hemispheres, and by a strong upwelling. It appears
that the mean structure and amplitude of the poleward currents
are well captured in RUN-TAO and RUN-SSMI (Fig. 4a). They are
slightly too weak in RUN-ERS and RUN-ERA, and markedly under-
estimated in RUN-NCEP. Similarly, the vertical velocity averaged in
the 2�S–2�N band is 50% greater in RUN-SSMI and in RUN-TAO
than in the weakest RUN-NCEP (Fig. 4c). This appears to be linked
to the mean zonal wind stress differences, as Ekman surface diver-
gence and upwelling are directly related to the zonal wind stress.
These differences are consistent with properties of the wind stress
products given in Table 2. Things are more complex for the 15-m
zonal currents (Fig. 4b), which are generated by interplay of wind
stress, wind curl and nonlinear dynamics, and an analysis of the
momentum equations would be required to understand the struc-
ture differences.

Finally, the simulated currents of the five experiments are
compared to TAO data. At 140 and 110�W, ADCP (Acoustic Dopp-
ler Current Profilers) and/or mechanical current meter are de-
ployed and measure ocean currents down to 300 m at the
equator. Owing to instrumental failure, the time series have
missing values at some times and depths. Gaps are filled when-
ever possible using regression relations based on data from adja-
cent depths, and vertical spline interpolations are performed (as
in Izumo (2005)). Finally, the daily current data are averaged into
5-day bins, and the simulated zonal currents are extracted at the
TAO mooring locations at every time step where data are avail-
able during the 1993–2000 period (as Cravatte et al., 2007).
The resulting mean vertical profiles of the TAO and simulated zo-
nal currents at 140 and 110�W in Fig. 5 show the Equatorial
UnderCurrent (EUC) structure down to 220 m, for the different
experiments.



Fig. 3. Mean 1993–2000 zonal current at 15 m depth from Lumpkin’s drifters observations (f) and from the five simulations. Units are cm s�1. Contours are every 10 cm s�1.
The boxes represent the 160–90�W, 2�S–2�N region.

Fig. 4. Mean latitudinal section of (a) 15-m meridional velocity and (b) 15-m zonal velocity averaged in the 160–90�W box from Lumpkin’s drifters observations (thick black
line) and from the five simulations. Units are cm s�1. (c) Mean latitudinal section of 15-m vertical velocity averaged in the 160–90�W box from the five simulations. Units are
m day�1.
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It appears that the mean zonal current vertical structure is
well captured by the five simulations. Important differences in-
duced by the different choices of wind forcing can be observed
in the intensity and in the depth of the EUC. The wind prod-
ucts that lead to the most realistic mean modelled EUC are the
TAO and the ERA winds. In the RUN-NCEP, the strength of the
EUC is highly underestimated at 140 and 110�W, and the core
of the simulated EUC is shallower than in reality. In the RUN-
SSMI and RUN-ERS, the depth of the EUC core is not well
positioned.



Fig. 5. Mean 1993–2000 zonal current profiles of TAO data (thick line) and of the
five simulations. Comparisons at two moorings located in the cold tongue (140 and
110�W). Units are cm s�1, and a tic represents 10 cm s�1.
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3.3. Tropical instability waves

To characterize the level of activity of the TIWs (equally re-
ferred to as ‘‘eddies” in the following) in our simulations, we
use a time varying index similar to the one used in Vialard
et al. (2003). It is estimated by taking the spatial root-mean
square of the high-pass filtered SST over the 0–4�N, 160–90�W
region. Data are filtered with a 69-day high-pass Sparzen filter
to encompass all the observed frequencies. It is high when the
box is occupied by large amplitude oscillation patterns. Fig. 6
shows this index for the five simulations and for SST data from
the Tropical Rainfall Measuring Mission (TRMM) Microwave Im-
ager (TMI) (Wentz et al., 2000) available from 1998. As ex-
pected, the level of TIWs activity is seasonally higher in boreal
summer and autumn, higher during La Niña in 1998/1999 and
lower during El Niño in 1997. It is known indeed that TIWs de-
pend onto the mean background flow of the Tropical Pacific
Ocean. Stronger in boreal autumn and winter, their intensity is
greatly reduced during El Niño years (Contreras, 2002). It is
greatly reliant on the wind forcing strength via a complex inter-
action of ocean current and stratification (Vialard et al., 2003),
and it can double from one simulation to the other. Fig. 6 sug-
Fig. 6. Index of TIWs activity computed from the five simulations and from TMI SST (thic
in the 160–90�W, 0–4�N box. SST are high-passed with a 69-day sparzen filter.
gests that, depending on the time period, RUN-TAO and RUN-
SSMI simulate too strong TIWs. The RUN-ERA and RUN-ERS
are close to the TMI observations, and RUN-NCEP shows the
lowest level of activity. It is probable that the RUN-NCEP weak
TIWs intensity is linked to the weak wind stress mean. How-
ever, mechanisms determining the TIWs intensity might also
be more complex. For example, in the Atlantic Ocean, Athie
et al. (submitted for publication) suggested that an artificial
high frequency in the NCEP wind forcing interacts destructively
with the TIWs and contributes to their intensity decrease. Such
a mechanism might also occur in the Pacific Ocean and reduce
the TIW activity.

The index presented here characterizes only one aspect of TIWs,
and additional analyses have been performed, suggesting that the
mechanisms generating TIWs might be different from one simula-
tion to the other. Such a complete analysis and description is how-
ever beyond the scope of this paper.

3.4. Preliminary conclusions

From these first analyses, it is obvious that differences in the
wind stress products affect the surface and subsurface dynamics
and thermodynamics of the simulated ocean. Mean surface cur-
rents are almost doubled in the cold tongue from one simulation
to the other, and so are TIW intensities. The oceanic response to
wind stress forcing is highly non linear. Differences in some oce-
anic parameters (mean meridional and vertical currents, mean
thermocline depth and slope) may be explained simply by differ-
ences in wind properties. However, for most of the other param-
eters (temperature gradients, TIW intensity and generation), it is
not possible to find a simple relationship between wind stress
and oceanic differences. Therefore, we expect the heat budget
terms to be also very different from one simulation to the other,
but we do not expect to be able to interpret unambiguously these
differences.

Regarding all the comparisons we made between observed and
simulated surface and subsurface temperature and currents, we
would conclude that the most adequate model wind forcings are
TAO, SSMI and ERA-40 and the least adequate is NCEP. While it
has been suggested that ERA winds better compare to the obser-
vations than NCEP winds in the tropics (Caires et al., 2004) (see
also Fig. 1) it would however be premature to conclude about a
‘‘best forcing field” as the results are certainly dependent on mod-
el physics (mixing, resolution, advection scheme, etc. . .). Further
studies needs to be conducted to explore these aspects more
thoroughly.
k black line). The index is defined as the spatial root-mean square of high passed SST
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4. Mean heat budget

4.1. The heat budget equation

To understand how oceanic processes and atmospheric forcing
participate to the balance and the time evolution of the SST in
the cold tongue, the different terms of a mixed layer heat budget
are analyzed. A mixed layer budget method (Menkes et al., 2006;
Vialard et al., 2001) is used to compute on-line the vertically aver-
aged temperature tendency trends within the time-varying mixed
layer depth. We define the base of the mixed layer as the depth
where the potential density is higher than the surface density by
0.05 kg m�3. The mixed layer temperature Tml is an excellent proxy
for the SST.

The equation for Tml can be written as:

@tTml ¼
Q � Qsð�hÞ

q0:cp:h|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
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where h is the time-varying depth of the mixed layer, Q is the total
surface heat flux, Qs the solar heat flux; Qs(�h) thus represents the
fraction of the solar shortwave flux that penetrates through the
base of the mixed layer. u = (u, v) is the horizontal velocity and w
the vertical velocity. Temperature and currents are separated offline
into a low-frequency component (denoted by a bar) and an eddy
component (denoted by a prime). We use a 69-day Sparzen filter
to separate the low-frequency part from the eddy part. Kz is the ver-
tical eddy diffusivity coefficient, q0 is the seawater density, and cp
the specific heat. The first term in the second member (A, referred to
as ‘‘atmospheric forcing”) thus represents the part of the atmo-
spheric forcing absorbed by the mixed layer. The second one (B,
referred to as ‘‘mean advection”) represents the advection of the
low-frequency temperature by the low-frequency currents. The
third and fourth terms (C and C0, referred to as ‘‘eddy advection”)
represent the effects of eddies: the advection of anomalous temper-
ature by anomalous currents, the advection of anomalous tempera-
ture by mean currents and advection of mean temperature by
anomalous currents. Term C is by far larger than term C0 for the
mean. Given the choice of the filter, the eddy part contains all the
energy at periods lower than 35 days, and half of the energy at
80 days period. This encompasses not only TIWs but also the higher
frequency wind forced variability and a portion of the intraseasonal
Kelvin waves. Nevertheless, it was confirmed that TIWs stand out as
the dominant signal in the eastern Pacific. It is worth noting that we
tried different filters and different frequency bands to isolate the
TIWs. Although the choice of the filter type or cut-off period may
slightly change the amplitude of the eddy fields, it does not change
our results. The term D (referred to as ‘‘subsurface”) represents the
exchanges with the deeper ocean. It includes the entrainment
through the base of the mixed layer (D2) and the turbulent mixing
(D1). Finally, the term E (representing the lateral diffusion) is found
negligible. For additional details about the contribution of all these
terms on the long-term mean and TIW scales, the reader is referred
to Menkes et al. (2006).
4.2. The mean 1993–2000 heat budget components

How are the different tendency terms acting to equilibrate the
mean SST in the different simulations? To answer this question,
we average equation 1, and obtain:

Tðtf Þ � TðtiÞ
ðtf � tiÞ

� 0¼ 1
ðtf � tiÞ

Z tf

ti

ðAðuÞ þ BðuÞ þ CðuÞ þ C0ðuÞ þDðuÞÞdu

ð2Þ

where ti is the initial time (January, 1st 1993) and tf is the final time
(December, 31st 2000) of the period we wish to study. Each inte-
grated tendency term is examined separately. Fig. 7 presents the
respective contributions of the tendency terms determining the
mean SST over 1993–2000, in �C per month, averaged in the 160–
90�W, 2�S–2�N box that encompasses the cold tongue. The domi-
nant terms contributing to the warming of the cold tongue are
the atmospheric forcing (mostly the solar heat flux) and the TIW-in-
duced horizontal advection. Both are of the same order of magni-
tude. Lateral diffusion is negligible. The terms contributing to the
cooling are the exchanges with the subsurface through vertical
advection and turbulent mixing (dominant) and the mean advec-
tion, notably due to the mean meridional currents that advect warm
waters poleward. The mean zonal advection is very small and al-
most negligible in this region, due to small horizontal SST gradients.
It is important though to note that the processes described above
are those that redistribute heat inside the cold tongue. When study-
ing the external processes that warm or cool the cold tongue, the
balance is slightly different (Kim et al., 2007). Especially, the impor-
tance of TIW warming is reduced since a large part of TIW lies with-
in the cold tongue.

These results corroborate the findings of previous studies. More
interesting are the quantitative differences of these terms between
the different simulations. The smallest values for all terms are
found in the RUN-NCEP, where the exchanges with the subsurface
contribute to a mean cooling of 2.56 �C/month over the 1993–2000
period (by adding terms D1 and D2 in Fig. 7), while the eddy advec-
tion warms the cold tongue by 1.45 �C/month. In contrast, the
strongest values are found in RUN-TAO and RUN-SSMI. For in-
stance, in the RUN-SSMI simulation, the exchanges with the sub-
surface cool the cold tongue by 4.76 �C/month over the same
period, whereas the eddy advection warms the cold tongue by
2.67 �C/month. Therefore, the intensity of the exchanges can be al-
most doubled from one simulation to the other. This is consistent
with the wide variations presented in Liu et al.’s (1996) plate 5
for their SSM/I and ECMWF simulations. To check how these differ-
ent modelled estimates of the mixed layer heat budget compare to
the observations, a comparison with previous studies at TAO moor-
ings locations is presented in Appendix.

What could be the causes of these differences observed in the
different simulations? Obviously, this is related to properties of
the wind forcing (Fig. 1). Terms A and D in the heat equation (Eq.
(1)) are inversely proportional to the depth of the mixed layer.
However, the differences in mixed layer depth from one run to an-
other are no greater than 20% (see, for instance, Fig. 8b). Variation
in modelled mixed layer depth may thus only explain a small part
of the differences in the heat budget terms. Naturally, one would
want to pinpoint how the wind differences seen in Fig. 1 and Table
2 translate into the differences in the heat balance numbers seen
between our simulations. Differences in wind stress and wind ki-
netic energy input into the ocean change the mean advection,
the turbulent mixing and the temperature stratification. However,
as noted in section 3.4, the oceanic response is highly non linear,
and it is not possible to relate simply wind stress and heat budget
differences.



Fig. 7. Mean 1993–2000 SST tendencies for the five simulations, and for their mean, averaged in the 160–90�W, 2�S–2�N box. The atmospheric forcing (A) is in dark blue; the
entrainment through the base of the mixed layer (D2) is in light green and the turbulent mixing (D1) in dark green. The mean zonal advection (part of term B) is in yellow, the
mean meridional advection (part of B) in orange, and the advection by the eddies (C + C0) in red. Diffusion (E) is in light blue. Top: in �C per month. Bottom, in percentage of the
total heat exchanges. Associated numerical values are indicated only when the percentage is higher than 1%. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Fig. 8. (a) Mean 1993–2000 SST seasonal cycle, averaged in the 160–90�W, 2�S–2�N
box, for the five simulations and for Reynolds SST (thick black line). Annual means
have been removed. (b) Mean 1993–2000 MLD seasonal cycle, averaged in the 160–
90�W, 2�S-2�N box, for the five simulations and for de Boyer Montegut data (thick
black line).
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Strikingly, and that is a major result of the study, the same ex-
changes presented as percentage of the total heat exchanges for
each run reveal that, at first order, the dominant processes govern-
ing the SST variability are equal in all simulations. Around 41% of
the mean cooling is due to exchanges with subsurface (among
which 33.7–37.6% is due to turbulent mixing), and around 9% of
the mean cooling is due to advection of mean temperature gradi-
ents by mean meridional currents. Warming by eddies represent
between 22.4% and 26% of the total heat exchanges and atmo-
spheric forcing heating between 23.4% and 27% also. Lateral diffu-
sion and zonal advection represent less than 1% of the total heat
exchanges.

These results are quite important since they reveal that the
quantitative estimations of the mean heat budget tendencies
greatly depend onto the wind forcing and can vary by a factor 2
from one wind forcing to another. On the contrary, whatever the
wind forcing used in this study, the contribution of each process
to the total SST budget is approximately equal from one simulation
to another. Thus, while it is difficult to quantitatively estimate the
values of each term contributing to the SST evolution in an ocean
model, since it is so dependent on wind forcing, it gives confidence
in the repartition of the processes dominating SST evolution on the
long-term mean.

4.3. Seasonal heat budget

Fig. 8a shows the mean 1993–2000 SST seasonal cycle for the
five simulations and for Reynolds SST data. The SST seasonal cycle
amplitude is different from one simulation to the other. Curiously,
the RUN-NCEP exhibits the maximum and more realistic SST sea-
sonal amplitude, despite the fact it is too warm throughout the
year, and despite the fact that the NCEP wind stress seasonal cycle
is weaker. That illustrates again, if needed, how nonlinear the sys-
tem is in its dynamical and thermodynamical responses to wind
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forcing. The mixed layer is shallower (around 15 m depth) in
March–April and deeper (around 25–35 m depth) in June–July
and December–January (Fig. 8b), in the runs and in data (de Boyer
Montegut et al., 2004). These variations closely follow the wind
speed variations.

Fig. 9 is the seasonal counterpart of Fig. 7 and confirms at sea-
sonal timescales what Fig. 7 showed for the mean heat budget. In
an absolute sense, each quantitative estimate of the processes
entering the SST seasonal evolution can be widely different from
one run to another (top panel) for the dominating terms. In con-
trast, differences in the percentage of the contributions to the sea-
sonal SST evolution between all the runs are small (bottom panel).
The only notable differences concern the RUN-NCEP, in which the
relative contribution of the mean advection cooling to the total
heat fluxes exchanges is smaller from January to March (and great-
er from May to September) than the others, inducing a greater
warming from January to March (and a stronger cooling from
May to September). Secondly, the atmospheric forcing heats rela-
tively more during January to March in the RUN-NCEP than in
the other runs. The combination of increased heat storage due to
stronger heat fluxes and weaker low-frequency advective cooling
at the beginning of the year results in a higher SST seasonal ampli-
tude in RUN-NCEP compared to the other simulations.

Aside from that difference, panel b allows us to discuss the
repartition of the terms constructing the SST seasonal cycle with
confidence since all curves from the diverse wind forcings are very
similar. During boreal winter, SSTs are warmed by atmospheric
Fig. 9. Mean 1993–2000 seasonal cycle of the SST tendencies, averaged in the 160–
90�W, 2�S–2�N box, for the five simulations (RUN-TAO: thick line; RUN-ERS: dashed
line; RUN-SSMI: light line; RUN-ERA: line with crosses; RUN-NCEP: line with
squares). dSST/dt is in light blue; the atmospheric forcing (A) in black; the
entrainment through the base of the mixed layer (D2) is in purple and the turbulent
mixing (D1) in red. The mean advection (B) is in green, and the advection by the
eddies (C + C0) in dark blue. Top: in �C per month. Bottom : in percentage of the total
heat exchanges. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
heat fluxes (�35%) and cooled by turbulent vertical mixing (�30/
35%). Vertical advection and low-frequency advection cool SSTs
by about 7–10% each and eddies warm the mixed layer by about
15% (most of which is driven by zonal advection). During that time,
TIW activity progressively slows down as the dynamics slows. By
May, the dynamics is taking up again and the mixed layer deepens.
During boreal autumn, the atmospheric forcing warming accounts
for 20% of the total heat fluxes exchanges, reinforced by 30% due to
eddies warming. This warming is almost balanced by turbulent
cooling (35%), vertical advection (5%) and low-frequency advection
(10%). These results confirm what was known about the SST sea-
sonal cycle from previous studies, showing that the oceanic ten-
dency terms mimic the mean seasonal cycle of surface winds
strongest during the second half of the year (Kessler et al., 1998).
The evolutions on the top panel are qualitatively similar to those
found in Vialard et al. (2001) (see their Fig. 10b) although they
used a different model grid configuration. However, they are differ-
ent from those of Kim et al. (2007) who used a boundary flux meth-
od applied on a larger box, and who found a negligible TIWs
contribution.

These results on the seasonal cycle confirm that the processes
that govern the SST evolution at seasonal timescales are qualita-
tively the same whatever the wind forcing is. However, their
amplitude greatly depends of the wind forcing.

4.4. Heat budget during the abrupt cooling in April–August 1998

Do our conclusions for the mean and seasonal heat budget also
apply during a particular event, such as the abrupt transition from
the 1997 El Niño to the 1998 La Niña? In May 1998, a SST drop of
about 5 �C in one month (reaching 8 �C at TAO mooring located at
the equator at 125�W) occurred in the eastern Pacific (Fig. 10),
bringing suddenly the 1997 El Niño to an end, and establishing
La Niña conditions (McPhaden, 1999). This SST drop has been
linked to the combination of a progressive shoaling of the thermo-
cline by equatorial upwelling waves (McPhaden and Yu, 1999) un-
til May, and of the reestablishment of the easterlies early May. The
easterlies entrained cold waters from the shoaled thermocline that
finally outcropped. The amplitude and timing of this drop are cor-
rectly simulated in all simulations, though it is much less abrupt in
RUN-NCEP than in other simulations (Fig. 10). Note that the RUN-
TAO, RUN-SSMI and RUN-NCEP exhibit about the same SST prior to
May 1998 and that the RUN-NCEP shows a 1 �C difference with
Fig. 10. Observed and simulated SST averaged in the 160–90�W, 2�S–2�N box from
January 1997 to October 1998.
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these latter runs even by October. To understand these evolutions,
we now turn to the SST budget during that period.

Fig. 11 presents the time integrated SST tendency terms in �C for
the five simulations, beginning in May 1998. In all simulations, the
strong cooling is initiated and explained by a strong turbulent mix-
ing at the base of the mixed layer. The easterlies mix the cold sub-
surface waters with the warm surface waters. A few days later,
vertical and meridional advection (zonal advection tends to warm,
but to a lesser extent (not shown)) also contributes to a lesser ex-
tend to the cooling, which is counterbalanced by atmospheric
fluxes that warm the cold surface waters. Eddies also begin to
warm, as the stronger dynamics is taking place again. These mech-
anisms are coherent with what is known about this cooling: the
oceanic processes (mainly in subsurface) dominate the cooling,
and the atmospheric fluxes counterbalance it. It is consistent with
the results found in another model configuration by Vialard et al.
(2001) (see their Fig. 13), and with the findings of Kim et al.
(2007) (see their Fig. 15), who used a boundary flux method.
Fig. 11. SST tendencies averaged in the 160–90�W, 2�S–2�N box for the five simulations.
and units are in �C. In each panel, the thick black line represents the SST evolution from
Interestingly, we see from Fig. 11 that the final SST cooling evo-
lution is similar in all runs, and that the processes dominating the
SST changes are qualitatively the same while their quantities can
greatly differ. For instance, the cumulative turbulent cooling
ranges from 3.5 for RUN-NCEP to 8.1 �C for RUN-ERA in 45 days.
This may be in part explained by the wind speed differences. In
May 1998, the trade winds increased suddenly in all runs, except
in RUN-NCEP (not shown). In all runs, the termination of El Niño
was preconditioned by an elevation of the thermocline by upwell-
ing waves. Thus in RUN-NCEP, this termination is not reinforced by
the trade winds intensification, and the cooling is less sudden.
Once the cooling is sufficiently initiated, the atmospheric fluxes
act to warm the waters (from 1 for RUN-NCEP to 4.5 �C for RUN-
ERA in 45 days). The latent heat flux cooling, weaker in RUN-ERA
than in RUN-NCEP, explain the major part of the differences in total
atmospheric warming (not shown). The remaining of the differ-
ences in atmospheric warming is explained by smaller longwave
and sensible cooling in RUN-ERA. As explained in Section 2, heat
The SST tendencies curves are time integrals from 1st May 1998 to 15th June 1998,
1st May 1998.
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fluxes are computed using bulk formulae, using the NCEP winds
and the simulated SST. This introduces a sort of relaxation term,
and the heat gains are thus totally controlled by the SST differences
in the runs. The stronger the cooling by turbulent mixing is, the
stronger the SST decrease is, and the stronger the counterbalancing
warming by atmospheric fluxes is. Differences in the eddy warm-
ing contributions arise from the differences in the timing of TIWs
reappearance. Weaker easterlies also explain weaker cooling by
mean advection. However, these small differences in the relative
contributions of the different terms to the heat budget do not alter
the fact that the main processes contributing to this important
drop are qualitatively the same, whatever the wind forcing is, at
least among the five used in this study.

5. Discussion and implications

In this paper, we utilized a commonly used state-of-the-art cli-
mate-type OGCM, ORCA2, that had been heavily validated against
observations in terms of sea level, heat content, vertical tempera-
ture, current structure and water mass properties (http://www.ne-
mo-ocean.eu/superbib/en/one/superbib01.html). Here, we
quantified the sensitivity of the cold tongue oceanic heat budget
to five different wind forcing. We showed that the different com-
ponents of the oceanic heat budget are quantitatively greatly af-
fected by the choice of the wind forcing. This had been suggested
in a preliminary study by Liu et al. (1996), using another ocean
model, and using two wind stress data sets from ECMWF and
SSM/I for another time period. This result does not come as a sur-
prise but it does give a humble perspective on the validity of the
quantitative estimates of upper ocean heat budgets (here, the
mixed layer budget) in such model validations: the amplitude of
the terms explaining SST variations can double from one simula-
tion to the other.

Notwithstanding, the relative contributions of the terms, i.e.
TIW advection, mean advection, atmospheric forcing and mixing
at the base of the mixed layer are the same in all simulations forced
by the different wind stress products used in this study, for the
mean 1993–2000 period and at seasonal timescales. They are also
very similar in more extreme events such as during the abrupt
cooling observed in the cold tongue in May 1998. Therefore, this
paper suggests that model users must be very cautious when esti-
mating quantitatively heat budgets terms with one simulation
only. We would argue that without such sensitivity, one cannot
claim to reach correct quantitative estimates. However, we suggest
Fig. 12. Same as Fig. 6 for the mean 1993–1996 SST tendency
that they can be confident, within their model configurations, in
the relative contributions of the processes governing the heat bud-
get, whatever the wind stress product used to force their model is.

It is worth noting though that this paper does not pretend to be
a fully comprehensive study on the heat budget dependence to the
wind forcing. It is limited to five wind products, and we cannot be
absolutely certain that our results would hold with another wind
forcing. Our study is also limited to a specific region, the Pacific
cold tongue. It is not sure that our results could be extrapolated
to other areas, such as the Warm Pool region. Moreover, our exper-
imental setup consists on a highly constrain system by using bulk
formulae. Our results probably would not hold in a coupled sys-
tem. Finally, our study is limited to a model configuration. Natu-
rally, one can wonder how the previous consideration holds from
a model configuration to another one. To somewhat answer this
question, we took the RE3-TDH experiment of Menkes et al.
(2006). The main differences between the ORCA2 and the TDH
experiments lie in the configuration (TDH is a closed Pacific do-
main unlike the ORCA2 global configuration), and in the horizontal
resolution (in TDH, the zonal resolution is half of that of ORCA2). It
also lie in the different advection numerical scheme, which does
somehow impact the zonal currents and the Tropical Cells as dis-
cussed in Cravatte et al. (2007), and in the heat fluxes (in TDH, they
are calculated from an ECMWF climatology). The momentum forc-
ing is the same than in RUN-TAO. We repeated on Fig. 12 the cal-
culations performed on Fig. 7 but on a common period 1993–1996
and compared to RUN-TAO for reference. While the quantitative
values again vary widely from one configuration to another, the
percentage of the contribution of each process in the total heat ex-
changes are very similar. This result gives us confidence in the par-
tition of the processes in the total heat exchanges independently of
winds and model configurations, within the OPA framework. The
remaining question is whether that holds in models of very differ-
ent physics such as isopycnal or terrain-following coordinate mod-
el, or with different mixed layer physics.

Finally, from our results shown in section 3, one would con-
clude that the most adequate model wind forcings for our model’s
ability to simulate reality are TAO and ERA40, SSM/I and the least
adequate is NCEP. NCEP and ERA-40 reanalyses are often used be-
cause of their long and valuable time series. It is worth pointing out
that the choice of reanalyses product forcing is crucial to study
decadal variability. Decadal variability of the mean state of the
tropical Pacific is suspected to influence ENSO characteristics,
and a variation of 0.5–1 �C is observed in the eastern Pacific at dec-
terms for RUN-TAO and RE3-TDH simulation (see text).

http://www.nemo-ocean.eu/superbib/en/one/superbib01.html
http://www.nemo-ocean.eu/superbib/en/one/superbib01.html
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adal timescales, similar to the mean SST differences in RUN-NCEP
and RUN-ERA. Moreover, with the atmospheric fluxes parameter-
ized with bulk formulae, the SST in the cold tongue cannot diverge
too much between the runs. Other oceanic parameters may be
much more sensitive to the different physical oceanic processes
produced by the different wind forcings. Preliminary results show
that differences in the wind forcing are indeed further amplified in
biological models. The phytoplankton bloom observed in June
1998 (Ryan et al., 2002), prominent in RUN-TAO, is nonexistent
in RUN-NCEP when coupling ORCA to the PISCES (Aumont and
Bopp, 2006) biological model. It is thus necessary, as did Rodgers
et al. (2008) who looked at biological shifts in ORCA/PISCES forced
by NCEP/NCAR reanalyses, to confirm model results using ERA40
reanalyses.

This advocates, as we have tried to do in that study, for the use
of multiple wind forcings when dealing with issues as uncertain as
heat and momentum budgets, and even more for biological bud-
gets such as primary production or carbon budgets in coupled
dynamical–biogeochemical models.
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Estimates of mean atmospheric forcing, total zonal and meridional advection, zonal
and meridional advection due to eddies and subsurface tendency contributions to the
SST budget. Estimates are given for the mean and standard deviation of the five runs
for the 1993–2000 period, and for Wang and McPhaden (1999) and Jochum et al.
(2007) studies. The estimates are given at two TAO moorings locations in the eastern
part of the basin. Units are �C per month.

Model Wang and McPhaden (1999) Jochum et al. (2007)

Atmospheric forcing
140�W 2.49 ± 0.35 0.75 ± 0.28
110�W 4.41 ± 0.74 1.91 ± 0.56

Total zonal advection
140�W 0.45 ± 0.30 �0.01 ± 0.17
110�W 1.47 ± 0.41 �0.17 ± 0.22

Total meridional advection
140�W 1.53 ± 0.33 0.90 ± 0.17
110�W 2.20 ± 0.37 1.50 ± 0.21

�T0U0

140�W 0.46 ± 0.32 �0.07 ± 0.30
110�W 1.47 ± 0.41 0.69 ± 0.47

�T0V0

140�W 2.33 ± 0.52 0.82 ± 0.41
110�W 3.00 ± 0.54 2.09 ± 0.89

Subsurface
140�W �4.66 ± 0.73 �1.63 ± 0.26
110�W �8.35 ± 1.37 �3.22 ± 0.78
Appendix A

How do our SST budget estimates compare to data? To answer
this question, table 3 compares our estimates of the mean heat
budget tendencies from the mean of our five runs to those of Wang
and McPhaden (1999) (WMP99) and Jochum et al. (2007) who
used TAO moorings data located in the cold tongue. It shows a
comparison for atmospheric forcing, for total zonal and meridional
advection (to allow the comparison with WMP99), separately for
advection by eddies (to allow the comparison with Jochum et al.
(2007)), and for subsurface tendencies at 140 and 110�W equato-
rial moorings. Our model overestimates all tendency terms. In par-
ticular, large discrepancies can be observed between our modelled
estimates of warming by atmospheric forcing and cooling by sub-
surface processes and those estimated by WMP99. The modelled
estimates are 2–3 times larger than the WMP99 estimates. Several
reasons may explain these differences. The first one is the way the
mixed layer depth is defined. Terms A and D in the heat equation
are inversely proportional to the mixed layer depth. In WMP99,
the mixed layer depth is defined as the depth at which the temper-
ature is 0.58 �C lower than the SST. Seasonally, it varies between 30
and 65 m at 140�W, and between 15 and 30 m at 110�W. In our
model, it is estimated as the depth at which the density is smaller
than the surface density by 0.05 kg m�3. Seasonally, it varies be-
tween 12 and 28 m at 140�W, and between 10 and 14 m at
110�W, values that compare reasonably with observations based
on similar criteria (see Fig. 8b). Therefore, the mixed layer depth
used to compute the heat budget equation is 2–3 times shallower
in our model (and in de Boyer Montegut et al.’s, 2004 data) than in
WMP99 observations. This may explain a significant part of the dif-
ferences in atmospheric forcing and subsurface processes
tendencies.

All our simulations show a strong contribution of eddy horizon-
tal advection in the SST budget, a conclusion reached also by
Jochum et al. (2007). This is at odds with WMP99’s conclusion at
110 and 140�W where zonal advection is very different from our
model simulations. In this case, as suggested by Vialard et al.
(2001) and shown by Jochum et al. (2007), we incriminate the data
used by WMP99 to calculate this advection term. Indeed, they used
Reynolds weekly SSTs to calculate gradients at the TAO moorings
while it is very important to use high space/time resolution SSTs
coincident with the currents to resolve the scales associated with
TIWs as shown in Jochum et al. (2007). Indeed, zonal eddy advec-
tion is dominated by the eddy temperature–eddy current interac-
tion (Menkes et al.’s (2006)’s Fig. 5d) in constrast to the
meridional advection terms where the contribution of the eddy
meridional current acting on the mean temperature meridional
gradient is important (Menkes et al. (2006)’s Fig. 5h). Thus using
Reynolds SSTs as in WMP99 allow to qualitatively estimating the
eddy induced meridional advection but not the eddy-induced zo-
nal advection, thus allowing zonal advection by the SEC (weaker,
and of opposite sign) to dominate the zonal advection budget.

Lastly, Jochum et al. (2007) estimated the role of eddy zonal
advection both from observations and a model (Table 3). At
140�W, both our and their model agree on the zonal advection
warming, by contrast to the observations from their table. Aside
from these, the two models show similar warming behaviour by
eddies but globally overestimate the eddy warming deduced from
observations.

Finally, it is hard to really compare all these estimates, as the
time period of the computation for each dataset is different. It

http://www.aoml.noaa.gov/phod/dac/drifter_climatology.html
http://www.aoml.noaa.gov/phod/dac/drifter_climatology.html
http://www.ferret.pmel.noaa.gov/Ferret/
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may induce changes in the processes governing the SST. In partic-
ular, 2 El Niño events occur during the period chosen by Jochum
et al. (2007) to estimate the temperature advection by tropical
instability waves, whose intensity is greatly reduced during El
Niño years.

To conclude, the mixed layer criterion, the period chosen, and
the way the different heat budget tendency terms are computed
are different in the data and in the simulations. Therefore, it seems
quite impossible to compare our simulated estimates with those
from WMP99 and Jochum et al. (2007), quantitatively and even
qualitatively by estimating percentages of total heat exchanges.
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