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[1] This study examines climate simulations with the National Center for Atmospheric
Research Community Atmosphere Model version 3 (NCAR CAM3) using a new air-sea
turbulent flux parameterization scheme. The current air-sea turbulent flux scheme in CAM3
consists of three basic bulk flux equations that are solved simultaneously by an iterative
computational technique. We recently developed a new turbulent flux parameterization
scheme where the Obukhov stability length is parameterized directly by using a bulk
Richardson number, an aerodynamic roughness length, and a heat roughness length. Its
advantages are that it (1) avoids the iterative process and thus increases the computational
efficiency, (2) takes account of the difference between z0m and z0h and allows large z0m/z0h,
and (3) preserves the accuracy of iteration. An offline test using Tropical Ocean–Global
Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE) data
shows that the original scheme overestimates the surface fluxes under very weak winds but
the new scheme gives better results. Under identical initial and boundary conditions, the
original CAM3 and CAM3 coupled with the new turbulent flux scheme are used to simulate
the global distribution of air-sea surface turbulent fluxes, and precipitation. Comparisons of
model outputs against the European Remote Sensing Satellites (ERS), the Objectively
Analyzed air-sea Fluxes (OAFlux), and Climate Prediction Center (CPC) Merged Analysis
of Precipitation (CMAP) show that: (1) the new scheme produces more realistic surface
wind stress in the North Pacific and North Atlantic trade wind belts and wintertime
extratropical storm track regions; (2) the latent heat flux in the Northern Hemisphere trade
wind zones shows modest improvement in the new scheme, and the latent heat flux bias in
the western boundary current region of the Gulf Stream is reduced; and (3) the simulated
precipitation in the new scheme is closer to observation in the Asian monsoon region.
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1. Introduction

[2] Accurate and efficient calculations of the surface
fluxes are essential to all scales of numerical simulations
of the atmosphere [Lee, 1997]. Bulk algorithms on the basis
of Monin-Obukhov similarity (hereafter MOS) theory are
widely used in numerical models to estimate surface fluxes.
Because fluxes estimated with a bulk algorithm depend on
the transfer coefficients and the transfer coefficients depend
on the stability, bulk algorithms rely on iterative solutions to
the three basic (velocity, temperature, and humidity) bulk

flux equations [Grachev and Fairall, 1997]. These equations
contain logarithmic and transcendental functions, so iteration
can be costly in CPU time in numerical simulations of
regional atmospheric models. It is especially true for high-
resolution global simulation, because the calculation is re-
peated at all surface grid cells and at all time steps. That is the
reason considerable efforts were made to pursue approximate
analytical (noniterative) formulas of the transfer coefficients.
Initially, Louis [1979] and Louis et al. [1982] fitted a
polynomial to the solutions of the equations mentioned above
so that the value of z(�z/L) is estimated from the bulk
Richardson number RiB, which has been widely used in
several numerical mesoscale models [e.g., Ulrickson and
Mass, 1990; Pielke et al., 1992]. However, just asWang et al.
[2002] pointed out, the most critical weakness of the Louis
scheme is the assumption that z0m = z0h = z0e, where z0m,
z0h, and z0e are roughness lengths for momentum, heat, and
moisture, respectively. A variety of different fits are found in
the literature, depending on the choices of wind speed
dependencies of the neutral transfer coefficients and the em-
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pirical MOS profile functions [e.g., Byun, 1990; Launiainen,
1995]. We recently developed a noniterative turbulent flux
parameterization scheme (hereafter referred to as the GLL
scheme (Z. Gao et al., An improved approach for turbulent
transfer coefficients in the surface layer for numerical models,
submitted to Boundary-Layer Meteorology, 2010)). The mo-
tivation is from Louis et al. [1982], Launiainen [1995],
Beljaars and Holtslag [1991], and Högström [1996]. The
GLL scheme uses two new polynomial equations by apply-
ing a multiple regression method to iterative results of the
bulk algorithms.
[3] Persistent concerns regarding climate change predic-

tion have led to increased scrutiny of potential sources of
errors in model outputs. The bulk algorithm used in the
National Center for Atmospheric Research (NCAR) Commu-
nity Atmosphere Model version 3 overestimates the latent
heat flux under very weak wind conditions [Zeng et al., 1998;
Brunke et al., 2002, 2003]. The current CAM3 algorithm
does two iterations in the flux calculation module, so a non-
iterative turbulent flux parameterization scheme that (1) not
only takes account of the difference between z0m and z0h, but
also allows large z0m/z0h, and (2) still preserves the accuracy of
iteration would be a more efficient and accurate approach.
[4] The negative results of the directly tested turbulent

flux parameterization scheme within CAM3 could be due to
(1) specific properties of the atmosphere above the surface
change in response to variations in surface fluxes, (2) the
complication of isolating problems caused by deficiencies of
the turbulent flux parameterization scheme from those caused
by deficiencies in other parts of themodels, and (3) the lack of
high-resolution spatial and temporal observations. Therefore,
the first objective of this study is to compare offline the tur-
bulent flux parameterization scheme of CAM3 and the GLL
scheme to the TOGA COARE flux measurements (http://
seaflux.gfdi.fsu.edu/staticpages/index.php/valdata). The
roughness length for momentum obtained by Large and Pond
[1982] and the profile equations by Dyer [1974] are used in
the air-sea flux scheme for CAM3.
[5] After demonstrating the success of the GLL scheme in

the offline test, we replace the original turbulent flux scheme
in CAM3 with the GLL scheme. The second objective of the
present study is then to investigate whether the GLL scheme
produces a realistic estimate of global precipitation.

2. Description of Models and Parameterizations

2.1. Brief Overview of the Community Atmosphere
Model

[6] The Community Atmosphere Model (CAM) is
designed to be a modular and versatile model suitable for a
broad array of climate studies [Collins et al., 2004]. It can be
integrated with spectral Eulerian, semi-Lagrangian, or finite
volume dynamics [Collins et al., 2006a]. Comparable to the
previous Community Climate Model (CCM) version 3,
CAM3 can be run either as a stand-alone global climate
model (GCM) or as a component of the Community Climate
System Model (CCSM) [Collins et al., 2006b]. In its stand-
alone mode, CAM3 is integrated together with the Commu-
nity Land Model (CLM) [Bonan et al., 2002; Oleson et al.,
2004], a thermodynamic sea ice model, and a sea surface
temperature (SST) product. The CAM3 fixes the SST and
updates it to a value interpolated from monthly means read in

from an external data set [Rasch et al., 2006]. The most
important difference between CAM3 and CCM3 is associated
with changes to the parameterized physics package. A more
detailed description of improvements in CAM3 is presented
in a special issue on Community Climate System Model
(CCSM) (Journal of Climate, 19(11), June 2006).
[7] In CAM3, air-sea turbulent fluxes are calculated from

bulk formulas,

t � rau*
2 ¼ raCMU

2;

H � racpu*q*¼ racpCHUDq;

LeE � �Lerau*q*¼ LeraCEUDq; ð1Þ

where t, H, and LeE are the turbulent momentum, sensible
heat, and latent heat fluxes respectively; ra is the atmospheric
surface density; u*, q*, and q* are the friction velocity,
potential temperature scaling parameter, and water vapor
scaling parameter, respectively; CM, CH, and CE are the
turbulent momentum, heat, and moisture exchange coeffi-
cients, respectively; U is the horizontal wind speed; cp is the
specific heat; Dq is the potential temperature difference
between the sea surface and the lowest model level; Le is the
latent heat of evaporation; Dq = qs(Ts) � qa is the specific
humidity difference, where qa is the specific humidity at
the lowest model level, and qs(Ts) is the saturation specific
humidity at the sea surface where the sea surface temperature
is Ts. The exchange coefficients are

CM ¼ k2 ln
zA

z0m

� �
� ym

� ��2
;

CH ¼ k2 ln
zA

z0m

� �
� ym

� ��1
ln

zA

z0h

� �
� yh

� ��1
;

CE ¼ k2 ln
zA

z0m

� �
� ym

� ��1
ln

zA

z0e

� �
� ye

� ��1
; ð2Þ

where k(= 0.4) is the von Karman’s constant, zA is the
height over the sea surface, and (following Dyer [1974]) ym,
yh, and ye are the integrated flux profiles for momentum,
sensible heat, and latent heat.
[8] Under stable conditions (z > 0),

ym zð Þ ¼ �bmz;yh zð Þ ¼ �bhz=R; ð3Þ

where bm = bh = 5, R = 1. Under unstable conditions (z < 0),

ym zð Þ ¼ 2 ln
1þ c
2

� �
þ ln

1þ c2

2

� �
� 2 tan�1 cþ p

2
;

c ¼ 1� gmzð Þ1=4 ð4Þ

and

yh zð Þ ¼ ye zð Þ ¼ 2 ln
1þ y2

2

� �
; y ¼ R 1� ghzð Þ1=2; ð5Þ

where gm = gh = 16, R = 1, and the stability parameter

z � z

L
¼ kgz

u
*
2

q
*

qv
þ

q
*

e�1 þ qa

� �
; ð6Þ

where g is the gravitational acceleration, qn is the virtual
potential temperature, and e = 0.606.
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[9] Over the ocean, the roughness length for moisture z0e =
9.5 � 10�5 m under all conditions, and the roughness length
for heat z0h = 2.2� 10�9 m for z > 0, and z0h = 4.9� 10�5 m
for z � 0 [Large and Pond, 1982]. Themomentum roughness
length is estimated from the 10 m wind speed, i.e.,

z0m ¼ 10 exp �kC�110N

� �
; ð7Þ

where C10N is the neutral drag coefficient at 10 m height,
which is given by Large et al. [1994] as C10N = c4U10

�1 + c5 +
c6U10, where c4 = 2.70� 10�3, c5 = 1.42� 10�4, c6 = 7.64�
10�5, and U10 is the wind speed at 10 m height.
[10] Since equations (1)–(6) include u*, q*, q*, and z,

which must adjust to each other, an iterative computational
method is used to solve the whole system simultaneously at
the first grid level in CAM3.

2.2. Brief Description of the GLL Scheme

[11] For the stable region, we use the scheme suggested by
Beljaars and Holtslag [1991],

ym ¼ �az � b z � c=dð Þ exp �dzð Þ � bc=d; ð30Þ

yh ¼ yq ¼ � 1þ 2az=3ð Þ2=3�b z � c=dð Þ exp �dzð Þ � bc=d þ 1;

ð300Þ

where a = 1, b = 0.667, c = 5, d = 0.35, and

z ¼ a11 ln z0=z0hð Þ þ a12ð Þ ln z=z0ð Þ þ a21 ln z0=z0hð Þ þ a22ð ÞRi2B
þ b11 ln z0=z0hð Þ þ b12ð Þ ln z=z0ð Þ þ b21 ln z0=z0hð Þ þ b22ð ÞRiB;

ð60Þ

where a11 = 0.0593, a12 =�0.237, a21 =�5.639, a22 = 49.269,
b11 =�0.067, b12 = 1.471, b21 =�0.390, and b22 =�3.605.
[12] For the unstable region, the formulas are the same

as the original CAM3 (equations (4) and (5)), except that
we use the values suggested by Högström [1996], R = 0.95,
cm = 19, gh = 11.6.
[13] The stability parameter z is

z ¼ ð b11 ln z0=z0hð Þ þ b12ð Þ ln2 z=z0ð Þ þ b21 ln z0=z0hð Þ þ b22ð Þ
� ln z=z0ð Þ þ b31 ln

2 z0=z0hð Þ þ b32 ln z0=z0hð Þ þ b33
�
RiB; ð600Þ

with b11 = 0.0034, b12 = 0.004, b21 = �0.091, b22 = 0.872,
b31 = 0.156, b32 = �0.908, and b33 = 0.161. Equations (6’)
and (6’’) are obtained by applying regression methods to
the iteration results.
[14] The roughness lengths for momentum, heat, and

moisture are based on COARE3.0 [Fairall et al., 1996,
2003]: z0 =

zchu
2
�

g
+ 0.11 n

u�
, where zch is the Charnock constant,

n is the kinematic viscosity, and

zch ¼
0:011 U � 10m s�1

0:011þ 0:007 U�10ð Þ
8

10m=s < U � 18m s�1:
0:018 U > 18m s�1

8<
:

[15] The scalar roughness length is parameterized in terms
of the roughness Reynolds number Rr = z0mu*/n [Liu et al.,
1979], z0h = z0e = min(1.1 � 10�4, 5.5 � 10�5Rr

�0.6).

2.3. Measured Data used for Offline Test

[16] The data used for evaluating offline the GLL scheme
are from the National Oceanic and Atmospheric Administra-
tion (NOAA)/Environmental Technology Laboratory (ETL)
research ships during TOGA COARE. ETL’s seagoing flux
system was deployed onboard the R/V Moana Wave. The
ship was nominally positioned at 1.7�S and 156�E during
three periods: 11November to 3December 1992, 17December
1992 to 11 January 1993, and 28 January to 16 February 1993.
The measurement system is described in detail by Fairall
et al. [1997]. The hourly turbulent fluxes used herein are
those derived from the covariance (or eddy correlation) and
inertial dissipation (ID) methods. The latent and sensible heat
fluxes determined from covariances are in general more reli-
able than the inertial dissipation fluxes [Fairall et al., 1996]
and hence are used here. Since the covariance wind stress
data are less reliable mainly because of the difficulty in
removing ship motion from the horizontal wind components,
we use the ID wind stresses. Several vigorous rejection
criteria have been used to avoid flow distortion and contam-
ination of turbulence data, such as relative wind direction
within 30� of the bow, no ship maneuvers and the ship not
under way at full speed, no sea salt, rain, or sun contamina-
tion, and flow tilt within 10�. This reduced the total number of
acceptable flux estimates to 527. Detailed information about
the flux measurements is given by Zeng et al. [1998], Fairall
et al. [2003], and Brunke et al. [2003].

2.4. Measured Data Used for CAM3 Evaluations

[17] Monthly mean sea level pressure (SLP) is used from
National Centers for Environmental Prediction (NCEP) re-
analysis2 for the period 1979–2008: ftp://ftp.cdc.noaa.gov/
pub/Datasets/ncep.reanalysis2.derived/surface/. Monthly
wind stresses from European Remote Sensing Satellites (ERS)
are used as a proxy for observations in the present study,
which were obtained through the Community Climate Sys-
tem Model, Atmospheric Model Working Group (CCSM
AMWG): http://www.cgd.ucar.edu/cms/rneale/tools/amwg_
mean_diagnostics.html. This data set is on a 2.8�� 2.8� grid
from 1992 to 2000. Objectively analyzed air-sea fluxes
(OAFlux) for the global oceans [Yu et al., 2004] provide
the 1� gridded surface turbulent heat fluxes for the period
1958–2006: http://oaflux.whoi.edu/data.html. The OAFlux
product is different from other flux products in that it is
not constructed from a single data source, but rather it is
determined by objectively blending data from satellite and
numerical weather prediction (NWP) model outputs while
using in situ observations to assign the weights [Yu et al.,
2004; Yu and Weller, 2007]. This study uses Climate Predic-
tion Center (CPC)Merged Analysis of Precipitation (CMAP)
[Xie and Arkin, 1997] as a proxy for observations, which is a
global monthly precipitation data set constructed from satel-
lite estimates, gauge observations, and numerical model out-
puts. The data are online at ftp://ftp.cdc.noaa.gov/pub/Datasets/
cmap/enh.

3. Results and Discussion

3.1. Offline Test

[18] Figure 1 shows the mean time series of wind speed,
wind direction, air temperature at 15m height (Ta) sea surface
temperature (Ts), specific humidity at 15 m height (qa) and at

D01106 BAN ET AL.: CAM3 MODELING WITH A NEW FLUX SCHEME

3 of 16

D01106



sea surface (qs), and hourly precipitation obtained during the
three periods of TOGA COARE and used here for the offline
test. The observations were obtained during wintertime, with
moderate wind speeds of 0–10 m s�1 (Figure 1a), and with
mainly northwesterly wind direction (Figure 1b). Sea surface
temperature is higher than air temperature, and the difference
between them is less than 4K (Figure 1c), i.e., the atmosphere
is mainly unstably stratified. The scatter comparisons of
(1) wind stress, (2) sensible heat flux, and (3) latent heat flux
simulated by using the flux subroutine of the original CAM3
and by using the GLL scheme versus measurements are given
in Figure 2. Figure 2 shows that CAM3 tends to overestimate
the fluxes under weak wind conditions. The mean wind
stress, sensible heat flux, and latent heat flux are 0.011 N
m�2, 5.43 W m�2, and 72.34 W m�2; the flux subroutine of
the original CAM3 overestimates wind stress, sensible heat
flux, and latent heat flux by 0.002 N m�2, 2.43 W m�2, and
11.28 W m�2; and the GLL scheme realistically estimates
wind stress and overestimates sensible heat flux and latent
heat flux by 1.11Wm�2 and 6.49Wm�2, respectively, under
weak wind conditions (wind speed < 4 m s�1). With
increased wind speed, CAM3 overestimates the sensible
and latent heat fluxes, but underestimates the momentum
flux. This bias is reduced in the GLL scheme, and the slope of
the GLL scheme is closer to one than CAM3. Figure 3 shows
the probability distribution functions (PDF) of the difference
of (1) wind stress, (2) sensible heat flux, and (3) latent heat
flux simulated by using the flux subroutine of the original
CAM3 and by using the GLL scheme from the measure-
ments. Compared to Figure 3a, the distributed data points of
the wind stress difference tend to cluster in a narrower range
centered by zero in Figure 3b. Comparison of Figures 3c and
3e against Figures 3d and 3f shows that the GLL scheme

decreases the bias in sensible and latent heat fluxes
respectively. Figures 2 and 3 show that the GLL scheme
gives a better estimate of all the turbulent fluxes than the
flux subroutine of the original CAM3.
[19] Zeng et al. [1998] found that the CAM3 overestimated

latent heat flux under very weak wind conditions, and noted
that under weak wind conditions, the computation of surface
fluxes is strongly dependent upon both the treatment of free
convection in the turbulence scheme and on the equations
chosen for roughness lengths. The latent heat flux overesti-
mate from CAM3 is primarily caused by the direct extrapo-
lation of the neutral drag coefficient at 10 m height to
convective conditions. We show in Figures 2 and 3 that the
flux subroutine of the original CAM3 systematically over-
estimates all turbulent fluxes, and that the GLL scheme
obviously helps CAM3 reduce the biases.

3.2. CAM3 Evaluations

[20] The simulations shown here are obtained with Euler-
ian dynamics at T42 spectral resolution (2.8� � 2.8�). The
vertical hybrid coordinate is discretized to 26 levels extend-
ing from the surface to approximately 2 hPa. A climatological
annual cycle of SST is used so that every year has the same
annual cycle of SST. Two versions of CAM3 are presented
here: the unaltered version (control) and the version utilizing
the GLL scheme (CAM3_GLL). Both model versions are run
for 15 years, and the monthly average values are produced.
The monthly outputs for January and July are analyzed here.
3.2.1. Sea Level Pressure
[21] Figure 4 shows the sea level pressure (SLP) pattern

from the NCEP, control run, and CAM3_GLL over the
Northern Hemisphere during boreal winter. Figure 4b shows
that the Aleutian low in the control run does not extend as far
eastward and southward as NCEP (see Figure 4a). This

Figure 1. Time series from the R/VMoanaWave during TOGACOARE (at 1.7�S and 156�E) of (a) mean
wind speed (m s�1), (b) wind direction (degrees), (c) mean air temperature and sea surface temperature (K),
(d) mean air specific humidity and sea surface specific humidity (g kg�1), and (e) hourly precipitation
(mm h�1).
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Figure 3. Probability distribution functions (PDF) of the difference between calculated fluxes (by using
the flux subroutine of (left) the original CAM3 and (right) the GLL scheme) andmeasurements. (a and b) ID
wind stress, (c and d) covariance sensible heat flux, and (e and f) covariance latent heat flux.

Figure 2. Fluxes calculated with the flux subroutine of the original CAM3 and by the GLL scheme versus
measurements: (a) ID wind stress, (b) covariance sensible heat flux, and (c) covariance latent heat flux. The
red and blue lines represent regression lines; k1 and k2 are the slopes of fluxes calculated by CAM3 andGLL
versus measurement.
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regional bias is not evident in CCSM3 [Hurrell et al., 2006],
and Alexander et al. [2006] pointed out that this perhaps
reflects the importance of interactive SST effects over this
region.With the implementation of the GLL scheme, this bias
is also alleviated, as Figure 4c shows that the Aleutian low is
intensified, and the low-pressure center lies a few degrees
longitude farther eastward. Additionally, the subtropical belt
of high pressure over the Pacific in the control run is too
strong, and CAM3_GLL produced a more realistic pattern in
this region.
3.2.2. Surface Wind Stress
[22] The surface wind stress is an important parameter for

coupling GCMs to dynamical ocean models, by which the
atmospheric winds drive the oceanic currents, and the ocean
acts as a sink for atmospheric momentum [Trenberth, 1990].
The main differences between ERS and control runs gener-
ally occur in two regions: the first is the subtropical trade
winds over the Northern Hemisphere and the second is the
storm track over the Southern Hemisphere. Figures 5–7
focus on these regions, and the statistical significance of
CAM3_GLL and control run biases is tested by applying the
Student’s t test (95% level of significance).

[23] Figure 5b shows that the main bias in CAM3 relative
to ERS is that the subtropical trade winds in CAM3 are too
strong. This bias is consistent with higher sea level pressure
than that observed throughout the subtropics during both
seasons, as also reported previously by Hurrell et al. [2006].
CAM3_GLL reduces the bias of the subtropical belt of high
pressure during boreal winter over the Pacific Ocean; thus it
produces a more realistic simulation of the surface wind
stress in the subtropical Pacific trades (see Figure 5c).
[24] Figures 6 and 7 focus on the surface wind stress in the

storm track over Southern Hemisphere. The surface stress in
the control run is much too large relative to satellite retrievals
in the storm tracks (see Figures 6b and 7b), and the biases are
linked to the simulated SLP. Large Southern Hemisphere
winter SLP biases are found throughout the circumpolar
region south of 50�S [Hurrell et al., 2006], and the excessive
meridional pressure gradient contributes to enhanced west-
erlies [Capps and Zender, 2008]. Although CAM3_GLL
continues to share the same biases in this region, their
magnitude is much reduced compared to the control run
as seen in Figures 6c and 7c, and there is a statistically
significant (at the 95% level) decrease in part of the region.

Figure 4. Sea level pressure (in hPa) in January. (a) NCEP (1979–2008) climatology, (b) control, and
(c) CAM3_GLL.
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Figure 5. Surface wind stress vectors (in N m�2) over the Northern Hemisphere in January. (a) ERS
(1992–2000) climatology, (b) the difference between the control run and ERS, and (c) the difference
between CAM3_GLL and the control run. Shaded areas show significant change at the 95% level, estimated
by a Student’s t test.
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Figure 6. Surface wind stress vectors (in N m�2) over 30�S–60�S in January. (a) ERS (1992–2000)
climatology, (b) the difference between the control run and ERS, and (c) the difference between
CAM3_GLL and the control run. Shaded areas show significant change at the 95% level, estimated by a
Student’s t test.
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Figure 7. Same as Figure 6 but for July.
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Figure 8. Surface sensible heat flux (in W m�2) in January. (a) OAFlux (1958–2006), (b) the difference
between the control run and OAFlux, and (c) the difference between CAM3_GLL and the control run.
Shaded areas show significant change at the 95% level, estimated by a Student’s t test.
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Figure 9. Surface latent heat flux (in W m�2) in January. (a) OAFlux (1958–2006), (b) the difference
between the control run and OAFlux, and (c) the difference between CAM3_GLL and the control run.
Shaded areas show significant change at the 95% level, estimated by a Student’s t test.
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Figure 10. Same as Figure 9 but for July.
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3.2.3. Sensible Heat Flux
[25] Figure 8 shows surface sensible heat flux over the

Northern Hemisphere in January. A positive flux represents a
transfer of heat from ocean to atmosphere. During boreal
winter, over the North Atlantic Ocean, large sensible heat
flux with OAFlux occurs in the Gulf Stream and its exten-
sions over the Labrador and Norwegian Seas (Figure 8a);
over the North Pacific Ocean, the elevated sensible heat
fluxes occur over the Kuroshio, the Sea of Japan, the Sea
of Okhotsk, and the Bering Sea (Figure 8a). In the Sea of
Okhotsk and Labrador Sea, the differences between the
control run and OAFlux exceeds 25 W m�2 (Figure 8b),
and there is a statistically significant (at the 95% level)
decrease in the bias in this region in the CAM3_GLL run
(Figure 8c).
3.2.4. Latent Heat Flux
[26] Figures 9 and 10 show latent heat flux estimated from

OAFlux, the difference between control and OAflux, and the
difference between CAM3_GLL and control, respectively, in
January and July. During boreal winter, large latent heat flux
with OAFlux (Figure 9a) is seen in the western boundary
warm current regions of the Kuroshio, the Gulf Stream, and

their extensions, where the sensible heat flux is also large in
these regions. Observational studies have shown these fluxes
to be the largest during cold-air outbreaks, when a cold and
dry air mass from the continent is advected over the relatively
warm ocean [Agee and Howley, 1977; Blanton et al., 1989;
Grossman and Betts, 1990; Xue et al., 1995]. This is due to
high surface winds coupled with large sea-air humidity
differences. Small latent heat flux is seen in the eastern
equatorial Pacific and Atlantic due to weak winds and
upwelling-induced low sea surface temperature. In the equa-
torial eastern Indian Ocean–western Pacific warm pool
region, the latent heat flux is also small, which is mainly
due to weak surface winds. During southern winter, large
latent heat flux appears over such boundary current regions as
the Agulhas Current off the African coast, the Falkland-
Brazilian Current off of South America, and the Eastern
Australian Current (Figure 10a). The flux intensification over
these boundary current regions during the Southern Hemi-
spheric wintertime is not as strong as their Northern Hemi-
spheric counterparts. Yu and Weller [2007] pointed out that
this is perhaps due to the fact that the continental landmasses
of the Southern Ocean not only terminate in the subtropics,

Figure 11. Precipitation (in mm d�1) in January. (a) CMAP (1979–1998), (b) the difference between the
control run and CMAP, and (c) the difference between CAM3_GLL and the control run. Shaded areas show
significant change at the 95% level, estimated by a Student’s t-test.
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but also are relatively narrow, so the air masses advected over
the currents are warmer and drier.
[27] The spatial distributions of latent heat flux in the

control run and CAM3_GLL in January and July are similar
to those of OAFlux. However, there are quantitative differ-
ences among them. Generally, the biases near boundary
regions between the OAFlux and control run are associated
with ocean currents; i.e., positive biases occur in the warm
current region, such as in the Alaska, Gulf Stream, Brazil,
Agulhas, and Mozambique warm currents, while negative
biases occur in cold current regions, such as the Oyashio,
California, Benguela, Peru, andWest Australia cold currents.
Over the Gulf Stream, the control run produces much larger
latent heat flux than that observed; the difference in these
regions exceeds 30 W m�2 (Figure 9b), and CAM3_GLL
reduces the biases by 15–20 W m�2, which is close to
OAFlux. Over the open oceans, such as in the subtropical
trade wind regions, the surface evaporation in the control run
is higher than that observed (Figure 9b), This is also the case
in CCM3 [Kiehl et al., 1998; Zhang et al., 1998] due to the
stronger trade winds associated with the stronger subtropical
surface high-pressure centers compared to the observations
[Hurrell et al., 1998]. The latent heat flux is rectified in
CAM3_GLL in this region. In July, the control run produces

large biases over the Arabian Sea and the Bay of Bengal
region (absolute value exceeds �40 W m�2) (Figure 10b),
and the biases are reduced in CAM3_GLL (Figure 10c).
3.2.5. Precipitation
[28] The horizontal distribution of January and July

averaged precipitation (CMAP), the difference between
the control run and CMAP, and the difference between
CAM3_GLL and the control run are shown in Figures 11
and 12, respectively. Although the CAM3 simulation cap-
tures many of the observed features in the global precipitation
distribution, it continues to share many of the same biases
exhibited by CCM3. CAM3_GLL reduces the biases in some
regions. For example, in the boreal winter, the control run
produces too much precipitation over the Arabian Sea, the
Bay of Bengal, and South China Sea, as pointed out by
Hurrell et al. [2006], and the GLL parameterization reduced
the above-mentioned biases by 0.5–1.5 mm d�1 as seen in
Figure 11c. In boreal summer, the most serious simulation
errors in the control run (Figure 12b) occur over the northern
Indian Ocean, the Arabian Sea, and the Arabian Peninsula,
all of which have increased precipitation by more than 4 mm
d�1, while CAM3_GLL decreases by 1–2 mm d�1 in this
region compared to the original parameterization as seen in
Figure 12c. In sharp contrast, a low precipitation rate occurs

Figure 12. Same as Figure 11 but for July.
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in the control run from the South China Sea through the
Philippine Sea, into the tropical equatorial Pacific, as well
as the eastern Bay of Bengal. This precipitation pattern is
represented as a relatively diffuse extension of the Southeast
Asian monsoon well into the central Pacific subtropics, and
is a long-standing precipitation bias in the CCM and CAM
models [Hack et al., 2006]. These biases have been decreased
by 0.5 mm d�1 to 2 mm d�1 in CAM3_GLL. Brunke et al.
[2008] also partially improved the predicted precipitation
in this region by incorporating a prognostic skin sea sur-
face temperature algorithm [Zeng and Beljaars, 2005] into
CAM3.
[29] The zonally averaged distribution of precipitation for

the control and CAM3_GLL runs in January is shown in
Figure 13a, in comparison with precipitation estimates from
CMAP. There is a tendency for the simulated tropical
precipitation maxima to remain in the Northern Hemisphere
throughout the year, while most observation data sets show a
clear seasonal migration of Intertropical Convergence Zone
(ITCZ) precipitation across the equator, as reported by Hack
et al. [2006], Hurrell et al. [2006], and Collins et al. [2006a,
2006b]. The CAM3_GLL run reduces the Northern Hemi-
sphere tropical precipitation of the control run by 0.2–
0.4 mm d�1. The Northern Hemisphere secondary maxima
precipitation biases were also reduced by about 0.3 mm d�1

as seen in Figure 13b. Figures 13c and 13d show zonal
average of precipitation and zonal average difference among

the control, CAM3_GLL, and CMAP runs in July.
CAM3_GLL increased the Northern Hemisphere tropical
precipitation and decreased the secondary maximum precip-
itation, and the zonal average precipitation simulated by
CAM3_GLL is closer to CMAP.

4. Conclusions

[30] This study examines the response of the climate
simulation by the NCAR CAM3 to the air-sea turbulent flux
scheme. The major difference between the GLL scheme and
the CAM3 air-sea turbulent flux scheme is that the former
gives a new expression for the transfer coefficients and a
greater computational efficiency. The stability functions for
stable and unstable stratification were adjusted to those of
Beljaars and Holtslag [1991] and Högström [1996], respec-
tively. The CAM3 requires iterative solutions to bulk flux
equations, which utilize the stability functions of Dyer
[1974]. The offline test using TOGA COARE data shows
that the GLL scheme improved the CAM3 results especially
under veryweakwinds. The CAM3 evaluation shows that the
GLL scheme produces more realistic surface wind stress in
the North Pacific and North Atlantic trade wind belts and
wintertime extratropical storm track regions. The latent heat
flux in the Northern Hemisphere trade wind zones shows
modest improvement in the GLL scheme, and the latent heat
flux bias in the western boundary current region of the Gulf

Figure 13. (a) Zonal average of precipitation in January, (b) zonal average difference among the control
run, CAM3_GLL, and CMAP in January, and (c and d) same as Figures 13a and 13b, respectively, but for
July.
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Stream is reduced. In addition, the simulated precipitation in
the GLL scheme is closer to the observations in the Asia
monsoon region.
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