
DATA REDUCTION WORKSHOP FOR NEILL Underway pCO2 SYSTEMS

-SUMMARY-
Location: AOML Miami

Dates: October 5 & 6, 2005

Participants:

Bob Castle
AOML

Cathy Cosca
PMEL

Richard Feely
PMEL

Betty Huss
AOML

Heike Lueger
AOML/CIMAS

Craig Neill
U. of Bergen, Norway

Are Olsen
U. of Bergen, Norway

Denis Pierrot
RSMAS

Tobias Steinhoff
IFM-GEOMAR, Kiel, Germany

Kevin Sullivan
AOML/CIMAS

Rik Wanninkhof
AOML

CONTENTS
2I. SHIPSIDE DATA ACQUISITION


2I.1
USE OF ppm  vs  mV OUTPUT FOR xCO2


2I.2
STANDARD HANDLING


3I.3
RUN SEQUENCE


4I.4
TELEMETRY


4I.5
COASTAL LIMITS


5II. QUALITY CONTROL (QC)


5II.1
FLAGGING


5II.1.a.
WOCE Flags


5II.1.b.
Subflags


5II.2
RANGE CHECKING


7II.3
DE-SPIKING


7II.4
PERIODIC DROPOUTS


8III. DATA REDUCTION ROUTINES


9GENERAL REMARKS




WORKSHOP RESULTS

The following recommendations were made for all participating groups plan to follow. The automated data reduction routines that will be produced as a result of this workshop will incorporate the recommendations.

I. SHIPSIDE DATA ACQUISITION
I.1 USE OF ppm  vs  mV OUTPUT FOR xCO2
It was decided that the xCO2 output in ppm rather than  mV from the LiCOR (RS-232 interface) should be used based on the following reasons:

· xCO2 signal from RS-232 has better averaging, i.e. the mV signal for the newer LiCORs is a converted digital signal that is not filtered or averaged (note 1)
· xCO2 signal is internally corrected for band broadening
· xCO2 signal takes cell pressure and temperature changes into account (note 2)

Note 1: Currently, the Neill program averages the xCO2 output to 1 second. It also turns on the water vapor corrections for both dilution and band broadening, sets the reference cell CO2 concentration to zero (absolute mode) and sets the print list (list of parameters that are output to the serial port) to include H2O mv, H2O concentration, CO2 mv, CO2 concentration, temperature and pressure. The parameters that are averaged are H2O concentration and CO2 concentration.

Note 2: This requires an internal pressure transducer which some LiCOR models may not have. In this case the pressure is a pre-set value.

I.2 STANDARD HANDLING

· When using the ppm output the system should be adjusted for zero and span about once a day. These zero and spanning events should be bracketed by standards

· The standards should be linearly interpolated to each sample point and a linear regression should be calculated for each datum. (see graphs below)

[image: image1]
Note: Generation 1 systems (G1) can only accommodate 4 standards in total while Generation 2 (G2) systems can accommodate 6 standards. Therefore, if zeroing is done with "zero air", only 3 additional references can be used on the G1 systems. To include zero gas in G1, one of the 4 recommended standards has to be eliminated or the G1 system has to be retrofitted with an 8-port valve (note: the valve driver does not have to be changed for this).

For samples outside standard ranges a subflag should be used (see II.1.b).
I.3 RUN SEQUENCE

The following RUN sequence is recommended. A full sets of standards should be run every 2.5 to 3 hours and the water phase should be run sufficiently long that (small) perturbations caused by the stop flow/venting sequence does not affect the results.

Every 2.5 to 3 hours:

1. full set of standards

2. 5 air samples @ 1-minute intervals

3. 45 water samples @ 2.5-minute intervals

repeat

After every 10 cycles the system would be zeroed and spanned. A full set of standards should be measured just before the zero/span procedure to ensure a correct standard interpolation.(see I.2)
Note: In the data acquisition output file, we will replace the column that contains the "fitted xCO2", which is causing confusion, with the assigned xCO2 values of the standards for the standard runs. For samples this column will have a default value of -9.

I.4 TELEMETRY
The use of telemetry are critical for timely system checks. However, telemetry is not 100% robust yet and daily files sometimes do not get transmitted.  Manual download from ships is necessary in these cases.

General remarks: 

· Currently the telemetry via Iridium gives once per day data delivery; the back-up is the cruise data that are manually downloaded from ship

· Iridium is not overly expensive. It needs an analog phone line for modem in shoreside lab

· When operating more than one ship, use ID from the iridium card that is installed on the ship. Currently the Bergen group distinguishes ships by delivering data of each ship on specific times during the day

· It is advisable to reset by un-powering and re-powering the Iridium transmitter on the ship once a day.

· More development on Iridium communication (such as two-way communication capabilities) is desirable

I.5 COASTAL LIMITS
The following coastal limits are applied: 

Skogafoss: The system is shut off ca. 10 km offshore based on GPS information which is incorporated into the software.

Columbus Waikato: half day offshore;  the onboard operator turns on the system (system is not turned on without operator). Discrete samples are collected for 4-5 crossing per year. 

Nuka Arctica: as close to shore as possible. There are ice issues and the Reykjavik port is very shallow which limits the coastal approach. The software generally goes to sleep when the water flow is low.

Falstaff: System is shut down when the water is turned off by crew.

The overall recommendation is to get as close as possible to shore in order to determine coastal ocean variations in fCO2.

II. QUALITY CONTROL (QC)
II.1 FLAGGING

A two stage flagging routine is proposed for the final data files. 
II.1.a. WOCE Flags

The first column will have the WOCE flags of: 
2 for Acceptable measurement

3 for Questionable measurement

4 for Bad measurement. 
Note: data flagged as 4 will not be reported in the data files that are submitted for open dissemination]

II.1.b. Subflags
Subflags are used to indicate the problem with the particular measurement and provide the user with additional information if the datum is to be used.

Suggested subflags for WOCE flag 3: 

 
Subflags
definition
1 standard range

2 questionable/interpolated SST

3 questionable EQ T

4 anomalous T (± 1°C)

5 questionable SSS

6 questionable pressure

7 low equilibrator gas flow

8 questionable air values (e.g. stack gas contamination)

9 interpolated standard

10 other, see metadata

II.2 RANGE CHECKING

The data transmitted by telemetry will be captured by a Shoreside Display Program, which will be written in Labview® as a stand-alone application by C. Neill. The daily files will go through an automated data range checking routine.

All ranges can be adjusted based on the ship track, but the program will be provided to all users of Neill systems and future GO systems with the following default values. 

· Temperature range checks:
Thermosalinograph temperature (SST): -2 to 32°C

Equilibrator temperature (EQ T): -2 to 34°C

Difference EQ T – SST (T): -1 to 1°C

LiCOR temperature: 10 to 50°C

Deck temperature: -20 to 50°C

Condensor temperature: 2 to 5°C

· Pressure range checks: 

Equilibrator pressure (EQ p): 900 – 1040 mbar (or 1 dB differential between EQ p and ambient pressure)

LiCOR pressure: 900 – 1040 mbar

Ambient pressure (deck box): 900 – 1040 mbar

· Flow range checks:

Water flow: 2 to 5 l/min (G2), 1 – 2.5 l/min (G1)

Gas flow: 40 to 120 ml/min
 Note: For the G2 system, the water flow is the total flow to both equilibrators while for the G1 system, it is the flow through the primary equilibrator only. The flow meters should be nominally calibrated.

· CO2/H2O channels – range check

mV range: -4 to 4 V

calibrated H2O: 0 to 4 mmol/mol

CO2: 0 to 1200 ppm

· GPS – range check

When 0 for both Latitutde and Longitude are detected, it will be considered an error due to failure to capture the GPS signal.

· Drip sensors: Drip detected

All samples outside range will be flagged automatically. The flags would be placed adjacent to the data column.

II.3 DE-SPIKING
The data will be run through an automated de-spiking routine to catch outliers and they will be flagged automatically. If a datum is outside a specified range compared to the preceding and following 3 points, they will be flagged as 3 and a subflag will be added.

MARGINS FOR DESPIKING ROUTINE:
SST: + 1°C deviation 

EQ T: + 1°C deviation

SSS: + 1 unit

Atmospheric xCO2: + 2 ppm

Pressure: + 0.5 mbar

II.4 PERIODIC DROPOUTS
Synthetic data can be used based on the following ranges:

Missing EQ T:
If less than 0.5 hr worth of data of EQ T are missing the data can be interpolated and they should be flagged; if more than 0.5 hr worth of EQ T data are missing, the data could be interpolated using a tested relationship for the EQ T and SST difference (=T). While T relationships before and after the missing data appear robust additional parameters should be checked, e.g. check if room temperature describe the relationship and can be used for this interpolation. A result will be presented within a month by the Kiel group who currently are testing the relationship between EQ T and room temperature.

Missing SST:
If less than 0.5 hr worth of SST data are missing, no fCO2 sw values will be generated; if more than 0.5 hr worth of SST are missing the data will be interpolated, (see EQ T approach).

Missing SSS: 
Flag missing data for short periods and for longer periods use appropriate default integer value and flag.

Missing position:
Interpolate missing data over time (which distance?)

Missing Air measurements: 
Use flask data; note: make request to Tom Conway about timely flask data delivery.

III. DATA REDUCTION ROUTINES
The data reduction will be done in several distinct steps.

Step 1. Formatting
Several columns will be added such as calculation of decimal julian day, and addition  of group, cruise  and ship names. 

Step 2. Gaps and Range Checks
Time and GPS data are checked for gaps. 
Data outside the pre-set limits are flagged automatically (see I.1)
Step 3. xCO2  calculation 
The xCO2 data are calculated using the interpolation routine decided upon. Several tests will be performed in order to decide on a calibration procedure 

Step 4. Quality control plots
The following quality control (QC) plots will be created by the program for manual inspection:

1. Position versus decimal Julian day

2. xCO2 and SST versus row number (note data will be sorted vs Julian day such that plots will be sequential in time)

3. SST, EQ T and T versus row number

4. EQ pressure, EQ p- LiCOR p versus row number

5. gas flow and xCO2 versus row number

6. water flow and xCO2 versus row number

7. Std LiCOR xCO2 – absolute xCO2 offset

8. water flow versus time 

Note: 

If there are data gaps the plots of parameter vs. row number should have a mark where the gap occurs.
Step 5. Manual QC flagging based on the quality control plots
Step 6. fCO2 calculation
Plots: fCO2 sw, fCO2 air, fCO2 (total of 2 plots)
Step 7. Create final file based on IOCCP format
Note: the group suggested that reporting in situ fCO2 is sufficient unlike the IOCCP recommendation of including both pCO2 and fCO2.
Format:

Group/ ship (instead of PI; example AOML/Ron Brown) 
Cruise ID  (example RB0501) 
JD_GMT 
Date 
Time 
Lat 
Lon 
xCO2EQ_PPM (instead of xCO2sw (mol/mol) to make it unambiguous that this is the value measured in the equilibrator) 
xCO2ATM_PPM (measured values, at the time taken) 
xCO2ATM_PPM_INTERPOLATED (interpolated values; corresponding to the time of xCO2-eq measurement using the good air values bracketing ) 
Press_Equil 
Press_ATM (e.g. from deck unit) 
TEQ 
SST 
SAL 
fCO2SW_UATM 
fCO2ATM_UATM (interpolated) 
DFCO2_UATM 
WOCE QC FLAG 
SUBFLAG 
ancillary data (e.g. fluorescence, wind speed, air temperature)
The default value for bad data will be -9

GENERAL REMARKS
Two approaches were used by the groups in order to calculate the water vapor: Weiss et al. (1980) and DOE handbook (1995). The Kiel group will compare both formulas and calculate the effect on the final fCO2 values. A preliminary result showed no significant differences.

During the inter-comparison workshop, it was shown that the use of different temperature correction between EQ T and SST (T) can introduce a significant bias, because of the large T on VOS. Comparing the two most commonly used formula (Takahashi et al., 1993, and Weiss et al., 1982) reveals a difference of up to 1.6 ppm for a T of 0.5°C. After discussion it was decided that the Takahashi et al. (1993) approach seems more appropriate since it was based on a lab experiment under isochemical conditions as opposed to the Weiss et al. (1982) approach. 

Documentation and input/output-test files will be provided with reduction routine.

PREPARING THIS DATA REDUCTION PROGRAM 

Cathy Cosca (PMEL) took the lead of developing a common data reduction macro. Robert Castle (AOML) assisted in coding the standardization routine and other aspects that require help.  This macro will be supplied to all users of Neill- and GO-underway pCO2 systems and to all others who request it. Furthermore, a Matlab routine is available through Are Olsen. 
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