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H u r r i c a n e 
p r e d i c t i o n

Using the hurricane weather research and forecasting experimental modeling system 
(HWRFx), researchers examined the impact of increased model resolution on system 
performance in forecasting a select sample of tropical cyclones from the 2005 and  
2007 hurricane seasons.

HWRFx: Improving Hurricane 
Forecasts with High-Resolution 
Modeling

T he National Oceanographic and Atmo-
spheric Administration (NOAA) Hur-
ricane Forecast Improvement Project 
(HFIP) aims to double the accuracy for 

tropical cyclone (or storm) track and intensity fore-
casts with a comprehensive 10-year plan (see www.
nrc.noaa.gov/plans_docs/HFIP_Plan_073108.pdf ). 
Using enhanced observations, improved model guid-
ance, and increased forecaster expertise, the average 
storm track forecast has reduced errors by about  
50 percent in the past decade, but little progress has 
been made in reducing intensity forecast errors.

The HFIP’s ambitious goal is to reduce track 
errors by an additional 50 percent and reduce in-
tensity errors by the same amount over the next 
decade, emphasizing rapid intensification events, 
which often cause severe damage due to shorter 
warning time. To achieve this goal, the HFIP 
advocates various approaches, including research 
and development activities that provide

• an optimized observing capability for hurricane 
analysis and forecasting,

• improved understanding of hurricane intensity 
change, and

• an advanced hurricane numerical modeling 
system.

At the NOAA Atlantic Oceanographic and 
Meteorological Laboratory (AOML) Hurricane 

Research Division, we’ve been actively partici-
pating in the HFIP by building the hurricane 
weather research and forecasting experimental 
modeling system. HWRFx is a variant of the 
weather research and forecasting (WRF) non-
hydrostatic mesoscale model (NMM) version 3.0.1 
Recent research suggests that it’s possible to im-
prove hurricane intensity forecasts using high 
model resolution (that is, grid spacing at or below 
1 km horizontally) to adequately simulate the hur-
ricane inner-core structures, such as the eyewall 
and rainbands.2,3

To help measure increased model resolution’s 
impact on hurricane intensity forecast, hurri-
cane specialists at the National Hurricane Cen-
ter (NHC) selected 69 cases from 10 different 
tropical cyclones during the 2005 and 2007 hur-
ricane seasons for the HFIP high-resolution hur-
ricane (HRH) tests. The storms they chose for 
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2005 were hurricanes Emily, Katrina, Ophelia,  
Philippe, Rita, and Wilma; for 2007, they chose 
Felix, Humberto, Ingrid, and Karen. The 69 
HRH cases are designed to examine various as-
pects of model performance, including

• the capability to simulate events with rapid 
intensity change (as in Wilma, Rita, Karen,  
Katrina, and Humberto);

• the impact of vertical wind shear on intensity 
evolution (as in Philippe, Rita, Karen, Katrina, 
and Ingrid);

• the effects of eyewall replacement (as in Felix, 
Emily, Rita, and Wilma);

• the effects of oceanic heating and cooling (as in 
Ophelia); and

• the impact of terrain interaction on the landfall 
processes (as in Wilma, Katrina, and Rita).

Here, we present a brief description of the 
HWRFx infrastructure and examine the impacts 
of increased model resolution on its performance 
with the 69 HRH cases.

the HWrFx infrastructure
The HWRFx inherits the dynamic core from 
the WRF-NMM, but adopts different physical 
parameterizations for hurricane forecasting.4,5 

HWRFx uses moving nests to focus the model’s 
highest horizontal resolution in the storm area.4,5 
The HWRFx is equipped with operational capa-
bilities for automated real-time hurricane fore-
casting; we performed real-time experiments 
during the 20085 and 2009 hurricane seasons.

We designed the HWRFx modeling system as in-
tegrated software that mimics NOAA’s operational 
system on a smaller domain. The system resides 
on the Nehalem Jet (NJET) supercomputer, which 
is the HFIP’s dedicated Linux cluster with 3,520 
processors located at the NOAA Earth System 
Research Laboratory (ESRL) in Boulder, Colorado.

Figure 1 shows a flowchart of the HWRFx 
modeling system, which runs automatically dur-
ing the hurricane season and has eight steps:

• triggering mechanism,
• data acquisition,
• preforecast data processing,
• model forecast,
• postforecast data processing,
• graphics and visualization,
• product dissemination, and
• data archiving. 

We built these components using various pro-
gramming languages, including Java for control 

Figure 1. Schematic flowchart of the hurricane weather research and forecasting experimental modeling system (HWRFx). 
Red indicates executable modules, blue indicates input data and data storage disk, and green indicates controlling scripts. 
The working space is the high-performance parallel file system on the Nehalem Jet cluster. The automated tropical cyclone 
forecasting (ATCF) file dissemination occurs through the cluster’s automatic email system. GFS stands for the Global Forecast 
System; WRF stands for the weather research and forecasting model; and Diapost stands for the diagnostic postprocessor.
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logic design and database connectivity; shell 
scripting for data retrieval and file manipulation 
within a Linux environment; and Fortran 90 to 
develop the forecast model components.

We built the triggering mechanism with Java and 
shell scripting. It waits for NHC hurricane fore-
casters to issue tropical cyclone messages and then 
triggers the forecast procedure as needed. NHC 
can issue up to four messages simultaneously, each 
describing the name, current location, and inten-
sity of a potential (also known as invest) or active 
storm. The triggering mechanism uses prescribed 
parameters to prioritize storm simulations. The 
user provides a list of target cycles (such as 00, 
06, 12, and 18 Coordinated Universal Time, or 
UTC), a list of target basins (such as North At-
lantic and Northeast Pacific), and the maximum 
number of simulations per six-hour cycle. The 
user also specifies the priority for storm sort-
ing (potential or active) by basin and intensity— 
following either NHC’s priorities or the sequence 
provided in a user-defined list. The system’s de-
fault is to perform two simulations every six-hour 
cycle and follow NHC’s priorities. Typically, this 
corresponds to simulating the storms that pose a 
direct threat to US coastal areas and Caribbean 
islands. Users can change priorities in real-time 
using the graphical user interface; they can also 
simulate multiple storms in parallel.

The data acquisition component, designed with 
Java and shell scripts, runs automatically and in 
parallel with the triggering mechanism. It contin-
uously retrieves the meteorological data sets re-
quired to perform the HWRFx forecasts. These 
data sets include initial time analyses from three 
sources:

• the Global Forecast System (GFS) 126-hour 
forecast; 

• the Geophysical Fluid Dynamics Laboratory 
(GFDL) hurricane model; and

• the hurricane weather research and forecasting 
(HWRF) model.

The preforecast data processing consists of 
the WRF preprocessing system (WPS) and the 
REAL_NMM module. The WPS interpolates the 
initial and boundary conditions horizontally to 
the HWRFx’s rotated latitude-longitude grid; 
the REAL_NMM module further interpolates the 
data vertically to the terrain-following 42 sigma-
pressure hybrid levels used in the HWRFx model 
integration. These modules also derive the other 
meteorological fields required to initialize the 
HWRFx forecast.

The model forecast calculates the increments 
of meteorological variables (such as wind, tem-
perature, specific humidity, hydrostatic pressure 
depth, nonhydrostatic pressure, and total cloud 
water condensate) in small time steps, and inte-
grates those numerous increments to predict the 
evolution of the atmosphere, including the storm 
itself. The initial data are thus advanced from the 
initial time to the forecast time with a series of 
small time steps to predict the atmosphere’s fu-
ture state. In addition to the prognostic variables 
that are evolved through the atmosphere’s govern-
ing equations, the model also calculates numer-
ous diagnostic variables and outputs them in the 
network Common Data Form (netCDF) format, 
which lets users easily compare the model simula-
tion with the observations.

The model executes postforecast data process-
ing using HRD’s diagnostic postprocessor (Dia-
post). Diapost reads the model’s netCDF output 
and performs horizontal interpolation. It thereby 
transforms the variables from the model’s native, 
staggered, rotated latitude-longitude grid to sev-
eral unstaggered grids typically used in hurricane 
model diagnostics, including the regular latitude- 
longitude grid and a storm-centered cylindrical 
grid. Diapost also performs vertical interpolation 
to transform the model output from the terrain-
following sigma-pressure levels to other commonly 
used vertical levels, such as constant pressure or 
constant altitude. The Diapost output is encoded 
for diagnostics and visualization using the grid 
analysis and display system (Grads). Diapost also 
calculates the model-forecasted storm’s track and 
intensity, and encodes the forecast into the auto-
mated tropical cyclone forecasting (ATCF) for-
mat for evaluation.

We built the graphics and visualization compo-
nent using the Grads scripting language. Upon 
completing graphics generation, the product dis-
semination component automatically sends all 
graphics to a database. The graphics are then 
uploaded to the HWRFx website (https://storm.
aoml.noaa.gov/hwrfx) for model evaluation. Fi-
nally, the data archiving module uses the mass 
storage system (MSS) to permanently back up the 
model output onto tapes.

High-resolution real-time hurricane forecast-
ing requires extensive computing resources to 
execute the extremely complicated computation 
in an operationally constrained time window. 
To support next-generation model development 
for hurricane prediction, the HFIP significantly 
augmented its computing capacity in August 
2009. The previous Linux cluster, Harpertown 
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Jet (HJET), had 2,016 cores capable of deliver-
ing up to 22 terafl ops; HFIP upgraded this with 
Intel’s latest Xeon chips to the much more pow-
erful NJET, which delivers up to 40 Tfl ops with 
3,520 cores. This upgrade reduced model execu-
tion time by a factor of approximately three, mak-
ing possible real-time operation of the HWRFx 
fi ve-day forecasts with a 3-km grid increment for 
the inner domain and 9 km for the outer domain. 
Each forecast currently takes about two hours of 
wall clock time with 256 cores.

impacts of increased resolution
To demonstrate the impacts of increased horizon-
tal resolution on the HWRFx forecast, we tested 
the 69 HRH cases with the original 27/9-km low-
resolution and the new 9/3-km high-resolution 
domain confi gurations (see Table 1). Both con-
fi gurations used 42 hybrid sigma-pressure lev-
els with the model top at 50 hectopascals (hPa) 
(approximately 20 km).

The atmospheric model is initialized with the 
operational GFDL initial condition,6 which we 
constructed with an idealized vortex on the large-
scale environmental fl ow from the GFS analysis. 
We perform each forecast for 126 hours of simula-
tion time, during which the outer domain’s lateral 
boundaries are updated with the GFS forecast 
data at 1º latitude-longitude grid increment ev-
ery three hours. The lower boundary condition 
(that is, the sea surface temperature, or SST) is 
prescribed with the SST from the GFS analysis, 
which we set at the beginning of each forecast and 
hold constant throughout the forecast. The land 
surface model is also initialized with the GFS 
analysis. We then use the ATCF fi les—generated 
by Diapost with the inner-domain data—to verify 
against the NHC best track data, which gives the 
best estimates of the tropical storm positions and 
intensities. We developed the best track data us-
ing all available observations of tropical cyclones 
by NHC hurricane specialists after the hurricane 
season.

Figure 2 shows the track and intensity verifi ca-
tions for the HWRFx forecasts. The track errors 
are calculated as the great-circle distance between 
the model and observed storm centers every 

12 hours. We defi ne the along-track vector as the 
vector from the storm position six hours prior to 
the verifi cation time to the vector at verifi cation 
time based on NHC’s hurricane best track data. 
We defi ne the cross-track vector as the vector 
perpendicular to the along-track vector, where 
the positive and negative are to the right and left 
of the along-track vector, respectively. Further, 
the positive/negative cross-track bias represents 
the forecast tracks that are to the right/left of the 
best track, and the positive/negative along-track 
bias represents the forecast motion of a storm 
that is faster/slower than the best track estimated 
motion.

Generally, both cross- and along-track er-
rors of 3-km forecasts are smaller than errors of 
9-km forecasts, except at the 12-hour forecast 
for the cross-track error and the 108 h for the 
along-track error. The biases of 9-km forecasts 
tend to be slow (negative along-track bias) and to 
the right (positive cross-track bias), while biases 
of 3-km forecasts are evenly distributed around 
zero. The high-resolution forecasts demonstrate 
a reduction in the absolute track errors versus 
the low-resolution forecasts at all forecast time 
intervals (see Figure 2c). Overall, the along-track 
errors contribute more to absolute track errors 
than cross-track errors. However, results for the 
frequency of superior performance (FSP), a mea-
sure (in percent) of how often one model produces 
better forecasts than the other, are mixed (see 
Tables 2 and 3). FSP compares the forecasts with 
different resolutions based on the absolute errors. 
The confi dence level is based on the sample size 
adjusted for 24-hour serial correlation time.7 The 
track forecast performance implies, as expected, 
that the track is dominated by the synoptic fl ow 
patterns, which were similarly forecasted at both 
resolutions (not shown).

In contrast, using the high-resolution model re-
duces the absolute intensity errors in comparison 
to the low-resolution model, with the exception 
of the 84-hour forecast interval (see Figure 2d). 
The intensity biases are apparently much better 
balanced over the forecast period with the high-
resolution model. The high-resolution model has 
a smaller negative bias than the low-resolution 

table 1. domain confi gurations for study of increased horizontal model resolution.

confi guration
Low-resolution 
outer domain

Low-resolution 
inner domain

High-resolution 
outer domain

High-resolution 
inner domain

Resolution 27 km 9 km 9 km 3 km

Dimensions (degrees) 57.24 × 55.62 9.48 × 7.98 57.0 × 55.5 5.80 × 5.78

Grid points 160 × 310 80 × 134 476 × 926 146 × 290
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model prior to 60 hours, but it changes to a posi-
tive bias at later forecast times. This demonstrates 
that the high-resolution model tends to intensify 

storms more than the low-resolution model. As 
Figure 2d shows, the frequency of superior per-
formance results for intensity errors indicate that 

Figure 2. Track and intensity homogeneous verifi cations for the HWRFx forecasts. (a) Absolute track errors and west-east and 
south-north track biases. (b) Absolute intensity errors and biases (ms−1). (c) Absolute track errors (km). (d) Absolute intensity 
errors and biases (ms−1).
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table 2. the frequency of superior performance and confi dence levels for track error.

resolution 12 h 24 h 36 h 48 h 60 h 72 h 84 h 96 h 108 h 120 h

HWRFx
3 km

47.0 65.1 57.3 58.8 47.2 58.3 51.2 46.2 46.9 44.0

HWRFx
9 km

53.0 34.9 42.7 41.2 52.8 41.7 48.8 53.8 53.1 56.0

Cases 66 63 62 57 53 48 43 39 32 25

Confi dence 66.6 99.6 93.2 92.2 89 95.9 89.1 78.9 64.5 61

Adjusted 
cases

60.5 58 57 52.5 48.5 43.5 39 35.8 30.2 24

table 3. the frequency of superior performance and confi dence levels for absolute error and bias.

resolution 12 h 24 h 36 h 48 h 60 h 72 h 84 h 96 h 108 h 120 h

HWRFx
3 km

62.1 69.8 53.2 65.8 46.2 45.8 46.5 55.1 54.7 60.0

HWRFx
9 km

37.9 30.2 46.8 34.2 53.8 54.2 53.5 44.9 45.3 40.0

Cases 66 63 62 57 53 48 43 39 32 25

Confi dence 99.1 100 72.4 89.6 82.6 64.5 69.2 72.3 61 57.8

Adjusted 
cases

60.5 58 57 52.5 48.5 43.5 39 35.8 30.2 24
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high-resolution forecasts also demonstrate general 
improvement over the low-resolution forecasts.

The improvement in Hurricane Wilma’s simu-
lated storm structure shows one advantage of in-
creased model resolution. Wilma experienced a 
rapid intensification before 1200 UTC 19 Octo-
ber 2005, reaching a peak sustained wind speed of 
82 ms-1 at around that time. The US Air Force 
reconnaissance observation indicated that Hur-
ricane Wilma had an eye diameter of 3.7 km—
the smallest ever observed—and experienced an 
eyewall replacement process before it made land-
fall, resulting in a much larger eye diameter (ap-
proximately 72 km) on 20 October (see www.nhc.
noaa.gov/pdf/TCR-AL252005_Wilma.pdf ).

Figure 3 shows the eyewall replacement phe-
nomenon8,9 in the HWRFx high-resolution fore-
cast initiated at 1200 UTC 19 October 2005. At 
12 hours into the forecast, the model eyewall was 
small (Figure 3a); the second eyewall started to 

form at approximately 24 hours (Figure 3b) and 
merged with the first eyewall at approximately  
30 hours (Figure 3c). As Figure 3d shows, the first 
eyewall was replaced with the stronger and big-
ger eyewall 36 hours into the forecast. Compared 
to the radar-estimated precipitation rate (www.
srh.noaa.gov/tae/?n=research-zrpaper) observed 
at 2014 UTC 20 October (Figure 3e) and at 1156 
UTC 21 October (Figure 3f ), the HWRFx high-
resolution forecast successfully simulated the 
eyewall replacement process. Although the actual 
timing was somewhat faster, such a structural 
phenomenon had been captured only marginally 
in the low-resolution forecasts. This improvement 
in simulating fine-scale processes might have con-
tributed to the intensity forecast accuracy. Fur-
ther analysis on this is underway.

We can also examine the model-simulated 
storm structure with the storm’s radius of maxi-
mum wind (RMW), which is determined with 

Figure 3. HWRFx’s forecast for Hurricane Wilma eyewall replacement compared to radar-estimated precipitation rate. The 
HWRFx 9/3-km resolution forecast was initiated at 1200 UTC 19 October 2005. The HWRFx precipitation rate (mm/hr) at 
(a) 12 hours, (b) 24 hours, (c) 30 hours, and (d) 36 hours into the forecast. Radar-estimated precipitation rate (mm/hr) from 
the NOAA P3 aircraft radar observation and Mexico National Meteorological Service (e) at 2014 UTC 20 October 2005 and 
(f) 1156 UTC 21 October 2005 (see www.srh.noaa.gov/tae/?n=research-zrpaper). Dashed circles indicate the approximate 
eyewall positions before and after the replacement process.
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the azimuthal average of the horizontal wind at 
10 meters above the ground (10-m wind) relative 
to the storm center. Figure 4 shows the Cumula-
tive Distribution Function (CDF) of the HWRFx 
forecasts’ RMW10 compared with those of HRD’s 
H*Wind analysis,11 where both RMW frequen-
cies are determined in 1-km bins. Excluding the 
samples in which the storm centers were located 
over land, we used 196 H*Wind analyses and 
1,320 and 1,377 low- and high-resolution model 
samples, respectively, from 69 forecast cycles to 
calculate the distribution functions.

Figure 4 shows the CDF of RMW. The me-
dian RMW is about 34 km for the H*Wind 
analysis, and 52 km and 62 km for the high- and 
low-resolution HWRFx forecasts, respectively. 
The H*Wind analysis is distributed over 17 to  
68 km within one standard deviation of normal 
distribution (that is, from the 16th to 84th per-
centile). For the high- and low-resolution models, 
the simulated RMW within one standard de-
viation is distributed over 31 to 94 km and 39 to  
98 km, respectively.

As expected, this indicates that the storm sizes  
are better predicted with the high-resolution 
forecasts than with the low-resolution forecasts. 
Further analysis indicates that standard deviations 
are 27, 34, and 32 km and mean RMWs are 41, 
58, and 66 km for H*Wind, high-resolution, and  
low-resolution, respectively. The differences in 
standard deviation are within two model grid 

increments between analysis and forecasts. Stan-
dard deviations suggest that the model forecasts 
could more accurately reproduce the RMW dis-
tributions. However, the model forecasts exhibit 
systematic biases of mean RMWs. The potential 
implication of the improved storm-size prediction 
in intensity forecasts beckons further evaluation.

T he HWRFx modeling system is an 
integration of advanced techniques 
in numerical modeling and computer 
engineering that’s useful for both 

research and operational needs. The specifically 
designed high-resolution hurricane tests suggest 
that the increase of horizontal resolution has posi-
tive impacts on the accuracy of both track and 
intensity forecasts with more realistic structural 
evolution, such as of the eyewall replacement pro-
cess and storm size. This is a very encouraging 
start. More studies related to resolution impact 
are underway. However, our study’s limited num-
ber of cases prevents a full evaluation of the re-
sults’ statistical significance.

Further efforts are needed for additional im-
provements on both track and intensity forecasts. 
Our hope is that the storm’s improved representa-
tion through increasing horizontal resolution will 
provide the foundation for additional reduction 
of track and intensity forecast errors by intro-
ducing better initialization and representation of 

Figure 4. Cumulative Distribution Function (CDF) of the radius of maximum wind at 10 meters above 
the ground for the HWRFx forecasts, compared with the H*Wind analysis. The CDFs are shaded for one 
standard deviation of probability.
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physics in the future. Because the extremely com-
plicated dynamic and physical processes occur 
mainly in the hurricane’s inner core, a thorough 
understanding of inner-core structure and its ap-
plication to hurricane modeling and data assimi-
lation could be one of the most important keys to 
achieving the HFIP’s ambitious goals. 
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