
Introduction
Background
In their recent review of tropical cyclones in the
Australian region, Dare and Davidson (2004) pointed
out that a large fraction of these cyclones are formed
rather close to land. In optimal conditions, tropical

cyclones can form and then strengthen to significant
intensity in as little as three days time. Along with the
fact that cyclones in this region do not consistently
follow any characteristic paths, this enhances the
forecasting challenge for Australian meteorologists.
The very recent case of tropical cyclone (TC) Larry
(2006) is just such an example: the cyclone that
became Larry was first monitored at 10 am on 16

Aust. Met. Mag. 56 (2007) 241-266

What is the trigger
for tropical cyclogenesis?

David S. Nolan
Rosenstiel School of Marine and Atmospheric Science,

University of Miami, Miami, Florida, USA
(Manuscript received March 2007; revised August 2007)
The development of a tropical cyclone from a pre-existing, weak,
warm-core vortex is investigated with high-resolution cloud-resolving
simulations using the Weather Research and Forecast Model (WRF).
The simulation design and initial conditions are quite favourable for
tropical cyclogenesis: the environment has a tropical sounding with no
mean wind or wind shear, and the sea-surface temperature is held con-
stant at 29°C. Nonetheless, it is found that sporadic convection must
occur for 48 to 72 hours before genesis and rapid intensification begins.

During this time, before intensification, the vortex is found to go
through important structural changes in both its wind field and its ther-
modynamics. While the low-level wind field decays due to friction, the
inner core slowly becomes humidified due to moist detrainment and pre-
cipitation from deep convective towers.As the relative humidity in the core
exceeds values of 80 per cent over most of the depth of the troposphere, a
mid-level vortex forms, contracts and intensifies. Once the mid-level vor-
tex has reached a sufficient strength, and the inner core is nearly saturat-
ed, a smaller scale vortex forms very rapidly at the surface. This smaller
vortex becomes the core of an intensifying tropical cyclone.

This process is explored through careful study of the inner-core dynam-
ics and thermodynamics, with close attention paid to the changes in the
moist convection as the inner core approaches saturation. While the fre-
quency of deeper and stronger updraughts increases with time, the fre-
quency of cool downdraughts remains essentially unchanged. In the hours
before genesis, the intensification of the mid-level vortex leads to a large
increase in the efficiency of the conversion of latent heat energy to the
kinetic energy of the cyclonic wind field. The relative importances of the
mid-level vortex and inner-core saturation are illustrated with additional
simulations with different initial conditions and environmental soundings.
Implications of these results for identifying and forecasting tropical cyclo-
genesis are discussed.
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March, achieved (Australian) category 1 status as a
named cyclone just 42 hours later, and was approach-
ing the coast as a severe category 4 cyclone after just
another 24 hours (Australian Bureau of Meteorology
2007). In this example, neither a five-day nor even a
four-day forecast of the TC landfall was possible
without some anticipation of the genesis of the storm.
Thus, the inability to accurately forecast TC genesis
can be a critical barrier to achieving sufficiently long
warning times for landfalling cyclones.

The challenge of understanding tropical cyclogene-
sis has been an area of great interest in tropical meteo-
rology for over 50 years. The earliest investigators
recognised the critical role that deep, moist, convective
updraughts must play in overcoming the inhibition to
organised vertical motion caused by the static stability
of the atmosphere, even in the tropics (Malkus and
Riehl 1960; Riehl and Malkus 1961; Gray 1968).
Theories to explain the feedback between deep con-
vection and the surrounding large-scale motions were
developed that described TC genesis as a fundamental
instability of the tropical atmosphere to small perturba-
tions (Charney and Eliassen 1964; Ooyama 1964).
These ideas were ultimately found to be inconsistent
with the observation that only a small fraction of seem-
ingly appropriate tropical disturbances make the transi-
tion to a tropical cyclone. In the last 25 years, the wide-
ly held view has evolved to the idea that TC genesis
can be thought of as a ‘finite-amplitude’ instability, in
that a pre-existing disturbance of some strength, such
as an easterly wave, monsoon depression, or even a
baroclinic cyclone, is required for genesis (McBride
1981; McBride and Zehr 1981; Frank 1987; Rotunno
and Emanuel 1987; Emanuel 1989).

With the understanding that genesis requires a pre-
existing disturbance of sufficient amplitude, the natur-
al question has turned to how such a ‘sufficient’ dis-
turbance forms in the first place, and how to differen-
tiate between the many ‘sufficient-appearing’ distur-
bances that do and do not become tropical cyclones. In
recent years, a number of papers have proposed that
the merger and/or axisymmetrisation of pre-existing
vortices is a possible, and perhaps necessary, step in
this process. The generation and enhancement of mid-
level vertical vorticity by stratiform precipitation in
mesoscale convective systems (MCSs) was illustrated
in studies by Raymond and Jiang (1990), Chen and
Frank (1993) and Fritsch et al. (1994). Based on obser-
vations of TC genesis in the Pacific, Ritchie and
Holland (1997) and Simpson et al. (1997) proposed
that the formation and then merger of mesoscale, mid-
level vortices generated by convective complexes,
with scales of 100 to 200 km, can lead to a single
mesoscale convective vortex that may then develop
into a tropical cyclone. An additional element of their

arguments was that the merger of mid-level,
mesoscale vortices leads to a greater penetration depth
of the circulation, increasing the low-level vorticity.

Davis and Bosart (2001) reported that a similar
process was at work, mostly on smaller scales (per-
haps 20-40 km), in a mesoscale model simulation of
the formation of hurricane Diana (1984). As comput-
ing power and observational technologies have
allowed for both the simulation and observation of
smaller and smaller scales, the vortex merger concept
has focused more closely on much smaller vortices
associated with individual convective events or even
individual updraughts. When the grid spacing of the
Diana simulation was decreased from 9 to 3 km,
Davis and Bosart (2002) and Hendricks et al. (2004)
found a close correlation between convective
updraughts and vertical vorticity anomalies, and that
the mesoscale vortex that later developed into the pri-
mary circulation appeared to develop from, at least in
part, the interactions and merger of the positive vor-
ticity anomalies. Hendricks et al. introduced the
notion of ‘vortical hot towers’ (VHTs) which are
strong cumulus updraughts that generate strong vor-
ticity anomalies of both positive and negative sign.
They proposed that VHTs have an important and pos-
sibly necessary role in TC genesis, by generating the
larger-valued positive vorticity anomalies that then
organise and coalesce into the smaller scale (as com-
pared to the surrounding mesoscale), stronger vortex
that eventually becomes the core of a developing
cyclone. They also proposed that the process of ‘dia-
batic vortex merger’ was important, whereby interact-
ing, like-signed vortices initiate new convective
updraughts that then accelerate the merger process.

Observational evidence for the existence and inter-
actions of VHTs in developing cyclones was provid-
ed by Reasor et al. (2005) through analysis of air-
borne Doppler radar observations and by Sippel et al.
(2006) through analysis of surface-based Doppler
radar. Montgomery et al. (2006) continued investiga-
tion of the VHT hypothesis with highly idealised
numerical simulations of TC genesis from a pre-
defined axisymmetric vortex on the f-plane, providing
additional examples of VHTs and their merger, and
showing that a significant fraction of the vertical vor-
ticity in the VHTs comes from tilting of the ambient
horizontal vorticity. They did find, however, that the
dominant forcing for the secondary circulation that
drives the overall vortex intensification was the latent
heat release in convection, with only a small contri-
bution from ‘eddy flux’ terms related to asymmetric
vortex interactions and merger.

An alternative, though not necessarily exclusive,
point of view of TC genesis emphasises the moist
thermodynamics of the precursor, mesoscale vortex.
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Based on observations of the genesis of hurricane
Guillermo, Bister and Emanuel (1997) proposed that
the key process leading to genesis was the saturation
and cooling of the lower and middle levels of the
mesoscale convective vortex by precipitation and
evaporative cooling. While also a necessary conse-
quence of maintaining thermal wind balance as the
mid-level vortex strengthens, lowering the tempera-
ture in the middle and lower levels serves two addi-
tional purposes toward TC genesis: it brings the lower
atmosphere closer to saturation, and it destabilises the
lower atmosphere to moist convection from the
boundary layer after it has recovered from the cooling
and low-level divergence driven by the stratiform pre-
cipitation. Bister and Emanuel proposed that this
recovery period is followed by an eruption of deep
convection from the surface. Due to the increased low
and mid-level humidity, this new convection is asso-
ciated with weaker downdraughts and cooling, and
thus causes low-level convergence and vortex intensi-
fication. As the low-level circulation strengthens, the
wind-induced surface heat exchange (WISHE) feed-
back will take over, leading to steady or rapid intensi-
fication of the cyclone.

In a study of the same storm and two others in the
same region, Raymond et al. (1998) also found that
vorticity was maximised in the middle levels before
genesis, and that genesis was preceded by an increase
in mid-level humidity and a decrease in the fraction of
downdraught mass flux.

Tory et al. (2006a), (2006b) documented several
cases of TC genesis in the Australian region as simu-
lated with a mesoscale model specifically designed
for TC forecasting. Despite the much lower resolution
of that model (about 15 km), they too saw VHT-like
formation and merger leading to the formation of the
dominant vortex that became the TC core. However,
the large horizontal resolution and the use of a con-
vective parametrisation scheme may have prevented
the generation of regions of mixed stratiform and
deep convection (Houze 1997), perhaps biasing the
dynamics toward convective updraughts, low-level
convergence, and low-level vertical vorticity genera-
tion in the earlier stages. Furthermore, since VHT
interactions were present in both developing and non-
developing cases, Tory et al. (2007) determined that
the larger-scale vortex intensification by adjustment
to deep convective heating was the more critical
process, consistent with the results of Montgomery et
al. (2006) that the primary forcing for the mean vor-
tex development was the mean diabatic heating.

One way to overcome the limitations and uncer-
tainties of using convective parametrisations is to
use a ‘cloud-resolving’ model with resolutions of 4
km or less. While the resolutions used by Hendricks

et al. (2004) and Montgomery et al. (2006) were cer-
tainly of this category, they focused almost entirely
on the vortex dynamics, and did not document the
evolution of the broader precipitation and convec-
tion embedded in their developing cyclones. As we
shall see in this study, an evolution quite similar to
that described by Bister and Emanuel (1997) can
occur in a high-resolution, full-physics, cloud-
resolving simulation of TC genesis.

Preliminary results and motivation
The motivation for this study came from some interest-
ing results of idealised numerical simulations quite
similar in design to those of Montgomery et al. (2006).
While the details of the model, domain, and parametri-
sations will be described shortly, it suffices for the
moment to say that the simulation depicts the forma-
tion of a tropical cyclone from an initially axisymmet-
ric vortex with maximum cyclonic winds of 10 m s-1
that are maximum at the surface at a radius of 100 km,
and monotonically decreasing upward into the middle
and upper troposphere. A cross-section of the initial
vortex is shown in Fig. 1(a). This initial wind field is
quite unrealistic, but as we will show later, it serves to
emphasise the structural changes that occur in the evo-
lution toward TC genesis. The lower boundary condi-
tion is an ocean with sea-surface temperature (SST)
fixed at 29°C, the environment is at rest with no mean
wind or wind shear, and the background environment is
that of the Jordan Mean Hurricane Season sounding for
the Caribbean (Jordan 1958).

Such an environment would seem ideal for rapid
development of a pre-existing, low-level vortex into
a tropical cyclone. However, rather than intensify-
ing, the intensity of the simulated vortex (as indicat-
ed by the standard measures of maximum 10 m wind
speed and minimum surface pressure) remains near-
ly constant for 60 hours, as shown in Fig. 1(b). The
noisy oscillations in the 10 m wind speed are due to
local convective downdraughts and gusts. After 60
hours, the vortex begins a sudden and rapid increase
in intensity, becoming a hurricane in just about 36
hours. The suddenness of this transition from a non-
developing to a developing cyclone is further
emphasised in Fig. 1(c), which shows the same data
but at hourly intervals from t = 36 to 72 hours. The
negative pressure anomaly is almost perfectly flat
until t = 61 hours, after which it begins a distinct
increase. An equally evident increase in surface
wind (which might not even be measurable with
today’s observing systems) does not occur until six
hours later. The sharp transition from a non-intensi-
fying to an intensifying cyclone naturally begs the
question as to what changes in the system ‘triggered’
the sudden development.
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Undoubtedly, the first 6-12 hours of the delayed
development is due to the necessary time for develop-
ment of free convection from the balanced initial state.
This delay or ‘incubation time’ before intensification of

a tropical cyclone in favourable conditions has been
reported before in axisymmetric simulations with both
parametrised and resolved convection (Ooyama 1969;
Rotunno and Emanuel 1987; Emanuel 1989; Bister and
Emanuel 1997), although most of those simulations did
not show the same suddenness in the transition. The
present simulation (and those like it in the recent liter-
ature), with 2 km horizontal resolution, offers the
chance to study this transition in a fully three-dimen-
sional model that resolves updraughts, downdraughts,
and the vorticity anomalies they generate.

We shall see below that although the surface winds
and minimum pressure are nearly constant for the first
2.5 days of the simulation, during this time the vortex
is changing significantly in both its kinematic and
thermodynamic structures. We find that these changes
lead to, and are necessary for, the formation of a
smaller-scale, low-level vortex which becomes the
tropical cyclone. The goal of this paper is to docu-
ment and try to understand the changes that lead to
tropical cyclogenesis from a weak vortex. In particu-
lar, we will try to determine if there are any structur-
al or thermodynamic changes that distinctly precede
or trigger cyclogenesis, in the hope that such changes
might be observable in the future.

We first present the numerical model, parametrisa-
tions and initial conditions used for the simulations in
this study, followed by a detailed description of the
results of the simulation depicted in Fig. 1, and of a
number of analysis tools that we will use to diagnose
the cyclogenesis process. We then present the results
of a number of additional simulations with variations
in vortex structure and background humidity profiles
followed by further analyses of the genesis process.
Finally, some conclusions and implications of this
work are discussed.

Model, domain and initial conditions
Numerical model
The atmospheric model used for this study was ver-
sion 2.1.1 of the Weather Research and Forecast
Model (WRF). WRF is a fully compressible model of
the atmosphere designed for mesoscale and convec-
tive-scale simulations of real-case and idealised
weather phenomena (Skamarock et al. 2005). WRF
uses high-order advection schemes on an Arakawa-C
grid, with η = ph/phs as a terrain-following vertical
coordinate (although there is no terrain in the simula-
tions presented here), where ph and phs are the hydro-
static pressure and the hydrostatic surface pressures,
respectively (Laprise 1992). The time integration uses
3rd order Runge-Kutta time stepping (Wicker and
Skamarock 2002).
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Fig. 1 Initial wind field and intensity evolution for
the control simulation: (a) north-south vertical
cross-section of the initial zonal wind; (b) max-
imum 10 m wind speed and negative pressure
anomaly every six hours; (c) the same, but for
one-hour intervals from t = 36 to 72 hours.



All simulations use a single high-resolution grid
embedded inside a larger, lower-resolution grid, with
full two-way interactive coupling (nesting) between
them. The outer grid has 240x240 points with 6 km
horizontal grid spacing in the x and y directions. The
inner grid has 180x180 points with 2 km grid spacing.
The boundary conditions on the outer grid are doubly
periodic. The size of the outer grid would be undoubt-
edly too small to simulate the complete life cycle of a
tropical cyclone, but we found it adequate for the sim-
ulation of the early development and genesis process.
The vertical discretisation uses 40 levels equally
spaced in the η coordinates, thus being stretched in
height, with 10 levels in the lowest 2.0 km. The model
top is defined by pressure but sits at approximately 18
km altitude. The advective time step was 20 s on both
grids, with six acoustic steps for each advective step.

Parametrisations for unresolved physical process-
es that were available with WRF 2.1.1 were used, all
of which are closely related to commonly used
schemes for research and numerical weather predic-
tion. Convection is resolved explicitly and there is no
cumulus parametrisation. For microphysics, the WRF
Single-Moment (WSM) 6-class scheme (with grau-
pel) is used (Hong et al. 2004). For the planetary
boundary layer, we use the Yonsei University (YSU)
scheme (Noh et al. 2003), which is an advancement of
the Medium Range Forecast (MRF) scheme of Hong
et al. (1996). No long-wave or short-wave radiation
was included in the simulations.*

The model uses a Smagorinsky-type resolution-
dependent horizontal diffusion, with vertical diffusion
in the boundary layer determined by the PBL scheme,
and determined by shear and the Richardson number
in the free atmosphere. An upper-level Rayleigh
damping zone diminishes gravity waves and convec-
tion that penetrate above 15 km altitude.

Initial conditions
Each simulation is initialised with an axisymmetric
wind field V(r, z) that is constructed as follows. An
azimuthal wind profile is first computed from radial
integration of a vertical vorticity profile

where ζ is the relative vertical vorticity that is defined
as a Gaussian function of radius,

Since the total circulation must be zero in a doubly
periodic domain, the velocity profile is forced to go
smoothly to zero across some radius R as:

Finally, the wind profile is extended into the vertical
with the following form:

where Lz indicates the depth of the approximately
barotropic part of the vortex, α is the decay rate with
height above and below the barotropic zone, and zmax
is the altitude of the maximum cyclonic wind speed.
For most of the simulations, the parameters A and b
are chosen to define a vortex with a radius of maxi-
mum winds (RMW) = 100 km and maximum initial
cyclonic wind speed vmax = 10 m s-1. For the initial
vortex described in the introduction, these maximum
winds are set at the surface, i.e., zmax = 0, and the
other parameters are set to Lz = 5000.0 m and α = 2.0.
This initial condition shall be referred to as the ‘sur-
face vortex case’ and is illustrated in Fig. 1(a).

For all vortices, the initial wind field is smoothed
to zero across R = 350 km as in Eqn 3. The pressure
and temperature fields that hold the initial axisym-
metric wind field in hydrostatic and gradient wind
balance are computed with the iterative procedure of
Nolan et al. (2001). To initiate random convection,
random noise with zero mean and variance 0.1 m s-1
is added to the zonal (u) and meridional (v) wind
fields in the annulus 70 km<r<130 km ; this noisiness
can be seen in the contours of u in Fig. 1(a) and in
subsequent figures. All simulations use a constant
Coriolis parameter of f = 5.0x10-5 s-1, corresponding
to – with apologies to our friends in the southern
hemisphere – a latitude of 20°N.

Results
The surface vortex case
Returning to the example of TC genesis from the sur-
face vortex case as described in the introduction, we
examine the evolution of the vortex leading up to the
time of rapid development at t = 61 hours. As men-
tioned above, the first 12 hours have little convective
activity, due to the time required for conditional insta-
bility to develop from the frictional convergence and
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* At the suggestions of two reviewers, we performed one simulation
with standard short-wave and long-wave radiation schemes activated
in the model. This led to a rapid cooling of the environment by as
much as 2 K in the upper troposphere in the first 24 hours. In the real
tropical atmosphere, a relatively constant sounding is maintained by
a three-way balance between radiation, advection, and deep convec-
tion. Since the latter two forcings are not present at the start of the
simulation, this leads to a rapid cooling which biases the simulation
toward instability and cyclonic development.



random noise embedded in the initial conditions. Figure
2 shows vertical, north-south cross-sections of zonal
velocity (u) and relative humidity (RH) at t = 24, 48 and
60 hours. The noisiness of the fields is due to the deep
but intermittent convection occurring in and around the
core of the vortex. At 24 hours, the 10 m s-1 maximum
winds at the surface have decayed, and the lesser exist-
ing maxima are now at z = 1.5 km. The relative humid-

ity shows that much of the middle and upper atmos-
phere is still relatively dry, with a few obvious plumes
of near-saturation (RH > 90%) penetrating upward to
heights of 10-12 km.

At 48 hours, the wind speeds are only slightly
greater, and there is a notable upward displacement
and deepening of the stronger winds, but there is no
notable contraction of the vortex wind field. The RH
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Fig. 2 Vertical, north-south cross-sections through the centre of the vortex for the surface vortex case, at t = 24, 48 and
60 hours in the simulation, for zonal velocity (left) and relative humidity (right). Note in these and all subse-
quent figures, the dates and times in the title refer to the time from a start date of day 1, hour 0. The figures
show the entirety of the inner grid with 2 km resolution. Negative contours are dashed.



field, however, is substantially enhanced, with RH
values above 80% predominant from the surface up to
z = 12 km. Thus, the obvious change in this 24-hour
period is the increase of humidity in the middle and
upper levels in the core of the cyclone.

The wind field shows a significant change in the next
12 hours. The maximum u velocities have increased to
12 m s-1, but more importantly, the maximum winds
have risen to around z = 6 km and inward to within 60

km of the vortex centre (the centre is at y = 180 km in
these figures). The RH field shows that the atmosphere
has become nearly saturated throughout the core and out
to over 100 km north and south of the centre.

A clearer view of the evolution of the vortex before
‘genesis’ and rapid intensification can be seen from
azimuthally averaged azimuthal wind fields at t = 48,
54, 60 and 66 h, as shown in the first four panels of Fig.
3. Between 48 and 54 hours, there is a clear increase in
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Fig. 3 Azimuthally averaged azimuthal winds around the centre of the developing cyclone for the surface vortex case:
(a) t = 48 h; (b) t = 54 h; (c) t = 60 h; (d) t = 66 h; (e) t = 78 h; (f) t = 96 h. Zero contour is thickened, and dashed
contours indicate negative values; note contour intervals and shading ranges are larger for (e) and (f).



the altitude and the depth of the azimuthal wind. In the
next six hours, the wind maximum intensifies and
moves radially inward. Six hours later (t = 66 h), an
amazingly small vortex has appeared at the surface,
with azimuthally averaged wind speeds over 10 m s-1.

In this and all the subsequent simulations, the
appearance of this smaller scale, low-level vortex is
closely correlated with an increase in the rate of pres-
sure fall and substantial increases in deep convection
near the vortex centre. In each case, we saw that rapid
intensification (due to the very favourable environment
with no shear) proceeded immediately after formation
of this smaller vortex, and it is this vortex that grows
and intensifies into the primary circulation. This can be
seen in the last two panels of Fig. 3, which show the
azimuthally averaged wind 12 and 30 hours after the
formation of the smaller vortex (t = 78 and 96 h; note
different contour intervals and shading for these plots).
The mid-level wind maximum is superceded as the
low-level vortex strengthens and expands. Since the
formation of the low-level vortex so clearly marks the
time when intensification begins, we use this moment
to define the time of TC genesis. For the surface vortex
case, the smaller-scale maximum in the low-level cir-
culation first appears at t = 63 h (not shown).

Returning to the evolution leading up to genesis,
the thermodynamically significant change that pre-
ceded the elevation and then contraction of the vortex
wind field was the steadily increasing humidity in the
core, with RH reaching values of 80 per cent or
greater through most of the depth of the vortex. This
is shown more succinctly in Fig. 4, which shows line
plots of the mean value of the RH at various altitudes*
averaged over a 160 km x 160 km box centred at the
vortex centre, thus encompassing most of the region
inside the original RMW. (In all calculations, the vor-
tex centre was defined by the location of the mini-
mum surface pressure after the surface pressure was
smoothed 20 times by a 1-2-1 filter in both the x and
y directions.) While the mean RH at z = 2 km reaches
85% in just about 18 hours, the RH at z = 5 and 8 km
do not approach the same values until t = 42 h.
Referring to the sequence of azimuthally averaged
wind fields in Fig. 3, we note that the larger vortex did
not begin to elevate and intensify until after this time.
As we shall see below, this deep moistening of the
core does not entirely precede the mid-level intensifi-
cation in every case; in some cases they occur togeth-
er, and in some the mid-level vortex begins to intensi-
fy before RH > 80% has been achieved throughout.

A more comprehensive view of the dynamic and
thermodynamic evolution preceding TC genesis is pre-
sented in terms of time-height diagrams of the mean
inner core values (using the same averaging ‘box’ as
above) of RH, vertical vorticity, moist diabatic heating,
potential temperature perturbation, vertical velocity,
and horizontal divergence, as shown in Fig. 5 using
hourly model output for the period t = 36 to 72 h. The
RH diagram shows that the upper levels become moist-
ened to near saturation (RH > 90%) by t = 45 hours,
with distinct maxima of RH in the upper boundary
layer, at the freezing level, and around z = 9 km. As the
upper-level RH increases, so does the upper-level dia-
batic heating, though it is defined more by increasing-
ly large ‘bursts’ rather than by a steady rise.

After 55 hours, larger heating rates begin to appear
in the middle and lower levels (as seen by the lower-
ing of the higher-value contours), at which time the
mid-level vorticity begins to increase more rapidly.
While the potential temperature perturbation (defined
as the difference between the inner core value and the
mean over the inner grid) is steadily increasing aloft,
it actually decreases at low and middle levels. While
this is of course required by thermal wind balance, it
is also consistent with the proposition that some
mesoscale vortices become ‘cold-cored’ before TC
genesis (Bister and Emanuel 1997; Emanuel 2005).

As discussed in the introduction, the relative roles of
stratiform and deep convection in the genesis process
remain an open question. Mapes and Houze (1995)
used vertical profiles of area-averaged horizontal diver-

* The averaging is computed on model levels, which are defined by
their hydrostatic pressure. Where we refer to altitude, we refer to the
mean altitude of the model surface in the nested grid. These altitudes
in fact change only a small amount (10 - 100 m) over space and time
as the simulation evolves.

Fig. 4 Mean values of inner-core relative humidity
(RH) averaged over a 160 km x 160 km box
around the vortex centre for the surface vortex
simulation, on model levels with approximate
mean altitudes of z = 2, 5 and 8 km.
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gence to identify the relative amplitudes of stratiform
and deep convection in Tropical Pacific mesoscale con-
vective systems. Time-height diagrams of vertical
velocity and divergence are shown in the bottom panels
of Fig. 5. Before t = 60 h, each pulse of deep convec-
tion (as also indicated by the moist heating) is followed
by a brief period of mean downdraughts at lower alti-
tudes, with corresponding peaks in positive low-level

divergence. The persistent maximum in convergence
from z = 6 to 8 km indicates a divergence profile that is
consistent with stratiform precipitation, with embedded
short periods of more convective profiles. However, as
can be seen by the updraught plumes in Fig. 2, and as
will be shown in the next section, both deep convective
towers and stratiform precipitation are present through-
out the simulation.
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Fig. 5 Time-height diagrams of mean values of inner-core variables averaged over a 160 km x 160 km box centred at
the vortex centre using hourly model output from t = 36 to 72 hours in the surface vortex case: (a) RH; (b) vor-
ticity; (c) moist heating; (d) potential temperature perturbation (relative to the mean over the inner grid); (e)
vertical velocity; (f) divergence. Dashed contours indicate negative values, and zero contour is thickened.



The vertical structure of the divergence profiles
can be seen more clearly in Fig. 6. To generate these
curves, the time-height data have been smoothed with
a 1-2-1 filter, twice in the temporal direction, and
once in the vertical. A mix of stratiform and deep con-
vective activity is evident at all three times leading up
to genesis (t = 40, 50 and 60 h), but a large increase in
low-level convergence (t = 65 h) does not occur until
just about the same time as the formation of the low-
level vortex (between t = 60 and 66 h).

CFAD analysis of changes in convection
We may further analyse the changes in the dynamic
and thermodynamic properties of the convection by
looking at distributions of the frequency of occurrence
for values of various model variables as a function of
height. This method was first used by Yuter and Houze
(1994) to analyse the evolution of vertical motion and
reflectivity in a mid-latitude mesoscale convective
system, inventing the term ‘contoured frequency by
altitude diagram’, or CFAD. Rogers et. al. (2007) used
CFAD analyses to compare the distributions of rainfall
and reflectivity in simulated tropical cyclones to those
observed by airborne Doppler radar.

The data used are the values of each variable at
each height in a 200 km x 200 km box around the cen-
tre of the cyclone, divided into 30 equal bins between
the values shown on the x-axis in each plot. To better
view the large range of frequency values in these two-
dimensional contour plots, we add 1.0 x 10-4 to the
frequency values everywhere and then take the base
10 logarithm. Since the contour interval in all the dia-
grams is 0.4, a change of one contour corresponds to
an increased frequency of 100.4 = 2.51 of that value.

Figure 7 shows CFAD diagrams for vertical veloc-
ity, latent (moist) heating, and vertical vorticity at t =
24 h and t = 60 h in the surface vortex simulation. The
vertical velocity and latent heating diagrams have
very similar structures. Both are highly peaked at the
zero value and show distributions of warm
updraughts and cool downdraughts on either side. The
negative values of each are peaked at z = 4 km, while
the positive values have two peaks, one near z = 2 km
and the other near z = 9 km.

At a first glance, the figures on the left (24 h) and
on the right (60 h) are not strikingly different. It seems
that the frequency of downward motions and evapo-
rative cooling is hardly changed between 24 and 60 h,
even though the inner-core environment has achieved
mean RH values of 80 to near 100 per cent (see Fig.
5(a)). Thus, the notion that downdraught activity
ceases or even declines when the inner core becomes
nearly saturated is not supported by this analysis.
However, closer inspection of frequencies in the pos-
itive ranges shows that the frequency contours for w

and LH have indeed shifted significantly to the right
at 60 h, especially at higher altitudes. For example, at
t = 24 h, the point w = 2 m s-1, z = 10 km lies between
the second and third contours. At t = 60 h, this same
point lies between the fourth and fifth contours,
implying a factor 100.8 = 6.31 increase in the occur-
rence of 2 m s-1 updraughts at that altitude. Inspection
of the latent heating diagrams shows a similar change.
The vorticity diagrams show a seemingly equal
spreading of the vorticity distribution in the positive
and negative directions. While it is hardly evident to
the eye, there is in fact a significant increase in the
mean vorticity at higher altitudes, as previously
shown in the time-height diagram of Fig. 5(b).

Thus, a CFAD analysis of the relevant model out-
put shows that as the vortex evolves toward the time
of genesis, the frequency of occurrence of stronger
and deeper convective updraughts steadily increases.
Surprisingly, the frequency of cool downdraughts
does not appear to diminish much, or at all, in the
hours before TC genesis.

Genesis sensitivity to initial vortex
structure and sounding
A mid-level vortex case
While the surface vortex initial condition used is
highly unrealistic, we have used it in the first analysis
because the evolution of the wind field emphasises
the changes in the inner core preceding TC genesis,
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Fig. 6 Smoothed profiles of the mean inner-core
divergence data for the surface vortex case.



especially the appearance and intensification of a
mid-level vortex which was not initially present.
Nonetheless, it is natural to wonder if the evolution
would be different for a more realistic initial vortex,
particularly one with a pre-existing mid-level vortex
and a much weaker surface circulation. Since the
development of a mid-level vortex was a precursor to
genesis, does the pre-existence of a mid-level vortex
promote a more rapid development?

With this in mind, we consider a ‘mid-level vortex’
simulation. The initial vortex has the same azimuthal
wind profile as the surface vortex case, but with zmax
= 3720 m, such that the circulation is a weakly baro-
clinic, mid-level vortex which is representative of the
precursor disturbances that most often lead to TC gen-
esis in the real atmosphere, such as monsoon depres-
sions, mesoscale convective vortices (MCVs), and
easterly waves, all of which are ‘cold-core’ cyclones in
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Fig. 7 Contoured frequency by altitude diagrams (CFADs) for vertical velocity (upper panels), latent (moist) heating
(middle panels), and vorticity (lower panels) at t = 24 h (left side) and t = 60 h (right side) in the surface vortex
simulation. The mean value at each altitude is indicated by the thick line near the centre.



the lower troposphere. The vertical structure parame-
ters Lz and α are chosen such that the maximum sur-
face wind speed is exactly half (5.0 m s-1) of the wind
speed at zmax. Numerical values for the parameters for
this vortex and for the others to follow are listed in
Table 1.

The initial wind field for this vortex is shown in
Fig. 8(a). Plots of six-hourly pressure anomaly and
surface wind are very similar to those of the surface

vortex case, but indicate a slightly later genesis time
and a slower acceleration of intensification (Fig.
8(b)). However, the hourly model output from t = 36
to 84 hours (Fig. 8(c)) shows some significant dif-
ferences from the surface vortex case. Rather than
remaining constant, the surface pressure anomaly is
very slowly strengthening in the 24 hours before
genesis. An evident ‘jump’ in the pressure anomaly
which we might associate with genesis of a smaller-

Table 1. Vertical structure parameters and soundings for the initial vortices used in this study. Asterisks (*) indicate val-
ues that are the same as for the surface vortex simulation.

Name Lz α zmax Sounding
(m) (m)

Surface vortex 5000 2.0 0 Jordan
Mid-level vortex 3175 * 3720 *
Deep vortex 6500 3.0 * *
Shallow vortex 3000 3.0 * *
Pre-saturated * * * RH 90% up to 12 km
Dry above 7 km * * * RH 5% from 7-12 km
Dry above 4 km * * * RH 5% from 4-12 km
Mid-level vortex, 1m/s surface wind 2015 * 4400 *
Mid-level vortex, 1m/s surface wind, pre-saturated 2015 * 4400 RH 90% up to 12 km

Fig. 8 Results for the mid-level vortex case: (a) initial zonal wind field; (b) maximum 10 m wind and negative surface
pressure anomaly; (c) wind and pressure anomaly for one-hour model output from 36 to 84 h; (d) azimuthally
averaged azimuthal wind field at t = 72 h.
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scale vortex does not occur until t = 71 hours. Figure
8(d) shows the azimuthally averaged wind field at t
= 72 hours, when the small-scale surface vortex has
just appeared, much as it did at t = 63 h for the sur-
face vortex case. The wind field is remarkably simi-
lar to that shown for the surface vortex case (Fig.
3(d)), with a radius of about 60 km for the mid-level
vortex, and a maximum mid-level wind speed of 12
m s-1. Both vortices evolved to the same dynamic
structure before genesis.

Time-height diagrams of the inner core fields for
this case as shown in Fig. 9 are similar to those of the
surface vortex case (Fig. 5), but with some interesting
differences. The upper-level humidity is lower at t = 42
h in this case than it was at t = 36 h for the surface vor-
tex. This is due to the higher temperatures of the more
intense warm core necessary to balance the elevated
and more baroclinic vortex. The near-saturation of the
inner core column is delayed by about 12 hours. Again,
intensification and additional elevation of the mid-level
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Fig. 9 Time-height diagrams of mean values of inner-core variables averaged over a 160 km x 160 km box centred at
the vortex centre using hourly model output from t = 42 to 78 hours in the mid-level vortex case: (a) RH; (b)
vorticity; (c) moist diabatic heating; (d) potential temperature perturbation (relative to the mean over the nest-
ed grid); (e) vertical motion; (f) horizontal divergence.



vortex begins around the same time as this near-satura-
tion is achieved. Larger values of positive diabatic
heating begin to appear at lower levels just before this
time as well. The vertical motion and divergence pro-
files evolve in a similar manner to the surface vortex
case, with stratiform-type convergence evident early
on, but persistent convergence developing at lower and
lower levels as the time of genesis is approached.

CFAD diagrams for the mid-level vortex case,
accounting for the eight-hour delay in the time of gen-
esis, were extremely similar to those of the surface
vortex case, and thus are not shown.

Deeper and shallower surface vortex cases
To further evaluate how the vortex wind field evolves
in the time before TC genesis, we performed addi-
tional simulations based on the surface vortex case,
but with the initial wind field made deeper and shal-
lower. Changes to the parameters Lz and α in Eqn 4
that define the deep and shallow vortices are listed in
Table 1.

The initial condition, intensity evolution, and time-
height diagrams of inner-core RH and vorticity for the

deep vortex case are shown in Fig. 10. TC genesis and
rapid intensification occur about 12 hours earlier than
for the original surface vortex case. Near-saturation of
the upper levels occurs about six hours earlier than in
the original vortex case (compare Fig. 10(c) to Fig. 4
or Fig. 5(a), and note different time ranges on the x
axis). The mid-level vortex begins to elevate and
intensify when the middle and upper-level humidities
are about 70 per cent, a lower value than for the previ-
ous cases, but certainly substantial moistening has
occurred before mid-level intensification begins. The
increased rate of development is most likely due to
dynamical reasons, since the surface circulation
decays less and the mid-level vortex develops more
quickly due to the increased mid-level vorticity.

Results for the shallow vortex case, shown in Fig.
11, are a little more interesting. Noting the longer
time range on the x-axes of the figures, we see that the
evolution is similar to those shown above, but the
time to genesis is about 36 hours longer, and the low-
level circulation is clearly weakening up until that
time. Near-saturation of the middle and upper levels
of the atmosphere, however, comes at around 48
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Fig. 10 Results for the deep vortex case: (a) initial zonal wind field; (b) maximum 10 m wind and negative pressure
anomaly; (c) time-height diagram for mean inner-core RH from six-hourly model output from 0 to 72 h; (d)
time-height diagram for mean inner-core vorticity.



hours, only a little later than for the previous cases.
Development of the mid-level vortex takes substan-
tially longer, and this seems to be the primary cause
of the delayed genesis. However, an additional factor
may be the unsteadiness of the upper-level RH after
the initial near-saturation around t = 48 hours.
Looking carefully at the time-height diagram for RH,
its values oscillate between values of 80 and 95 per
cent during the period in which the mid-level vortex
is developing. These pulses of increased RH and the
convection which causes them (not shown) are remi-
niscent of the diurnal cycle of convection seen in
mesoscale convective complexes leading up to tropi-
cal cyclogenesis as discussed by Zehr (1992).
However, they are probably for different reasons, as
further discussed below.

Changes in upper-level humidity
To explore the role of the mid and upper-level humid-
ity in controlling the genesis process, we performed
additional surface vortex simulations with the envi-

ronmental sounding modified so as to have RH = 5%
from z = 7 to 12 km and from z = 4 to 12 km, and a
third simulation with the RH = 90% from the surface
to 12 km. The results of these simulations are pre-
sented in Fig. 12. As shown in the top two figures, set-
ting the RH to five per cent above 7 km only delays
genesis by about six hours. The amount of water nec-
essary to saturate the atmosphere at altitudes above 7
km is very small, so we surmise that the first few deep
convective bursts can achieve near-saturation almost
as quickly as when the initial RH is 30 to 50 per cent
between 7 and 12 km (as it is for the Jordan sound-
ing). Setting the RH to five per cent above 4 km, how-
ever, has a profound effect, delaying upper-level near-
saturation until t = 66 h and genesis until t = 96 h
(note different time axes in each figure). As shown
above, the development and intensification of the
mid-level vortex does not occur until after upper-level
near-saturation has been achieved.

As one might expect, genesis occurs extremely
quickly for the surface vortex with RH = 90%.
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Fig. 11 Results for the shallow vortex case: (a) initial zonal wind field; (b) maximum 10 m wind and negative pressure
anomaly; (c) time-height diagram for mean inner-core RH; (d) time-height diagram for mean inner-core vor-
ticity; note different time axes, from 0 to 120 h, and the later genesis time.



Nonetheless, the wind field is found to go through a
similar evolution with the development of a mid-
level vortex (although the surface vortex has hardly
any time to decay) and then the appearance of a
smaller-scale surface vortex which evolves into the
tropical cyclone. The mid-level vortex is generated
in just the first 12 hours by an initial round of wide-

spread convection in the inner core that rises all the
way to the tropopause (not shown). A second burst
of convection at t = 20 h generates the smaller-scale
surface vortex, which by t = 36 h has a clearing eye,
a coherent eyewall, and distinct boundary-layer
inflow and upper-level outflow layers that are com-
mon to intense cyclones.
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Fig. 12 Time-height diagrams of the mean inner core RH (left side) and vorticity (right side) for the simulations that
are initially dry (5% RH) above 7 km (top panels), dry above 4 km (middle panels), and pre-saturated (90%
RH) from 0 to 12 km (lower panels); note different time axes in each case.



Mid-level vortex with very weak surface winds
Finally, we performed two additional simulations that
began with a mid-level vortex with vmax = 10 m s-1,
but with the vertical structure changed so that the ini-
tial surface wind speed was only 1 m s-1. One simula-
tion had the Jordan sounding while the other had RH
= 90%. With the Jordan sounding, almost no progress
had been made toward TC genesis after six full days
of model simulation (results not shown). With RH =
90%, TC genesis occurred around t = 100 h as illus-
trated in Fig. 13. Interestingly, upper-level RH
declines after the first convective burst, and takes
another 60 h to become persistently moistened again.
During this time, the simulation exhibits similar
repeated cycles of pulsing convection leading up to
genesis as was seen before in the shallow vortex case
(Fig. 11(c)), and in the RH = 90% surface vortex case
(Fig. 12, lower left panel).

This convective pulsing is more clearly illustrated
in Fig. 14, which shows time-height diagrams of ver-
tical velocity and total condensate (cloud ice, snow,

graupel, cloud water, and rain) for one-hourly data
from t = 36 to 72 h. Each enhanced convection period
is followed by a period of mean downdraughts, with
the next convective period beginning almost immedi-
ately after the last has reached 12 km height. The
decline in the condensate that immediately follows
the updraught indicates significant precipitation and
evaporation, which is likely responsible for the dia-
batic cooling (not shown), downdraughts and subse-
quent upper-level drying (Fig. 13(c)) at these times.
The two bottom panels of Fig. 14 show horizontal
sections of the diabatic heating at z = 6.5 km, t = 54
h, in the middle of the strong updraught period, and at
t = 61 h, in the middle of the downdraught period that
immediately follows. These plots show that these
updraught cycles are not representative of just one or
a few large updraughts (as one might imagine in an
environment that starts with RH = 90%), but rather
they indicate enhanced widespread small-scale
updraught activity, followed by suppressed activity
with enhanced downdraught regions.
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Fig. 13 Results for the mid-level vortex with 1 m s-1 surface winds and a pre-saturated environment: (a) initial zonal
wind field; (b) maximum 10 m wind and negative pressure anomaly; (c) time-height diagram for mean inner-
core RH; (d) time-height diagram for mean inner-core vorticity; note different time axes.



Further investigation of this pulsing phenomenon
revealed it to be an artifact caused by the interaction
between three unrealistic aspects of these particular
idealised simulations: the nearly pre-saturated (RH =
90%) initial state, the doubly periodic boundary con-
ditions, and the relatively small size of the outer
domain. Due to the near-saturation, the initial ‘burst’
in convective activity has numerous deep updraughts.
This large convective burst leads to a fairly coherent
gravity wave radiating outward from the centre of the
domain with a phase speed of about 25 m s-1. The
leading edge of this wave returns to the centre of the
domain in about 16 h, leading to an excitation of new
convective activity. When this simulation was repeat-
ed with a third outer nest with 160x160 grid-points
and 18 km grid spacing (thus doubling the size of the
outer domain), the convective pulsing disappeared.

The surface vortex simulation was also repeated
with the additional outer grid. The result was nearly
identical to the simulation with two grids, with gene-
sis (as defined by formation of the new surface vor-
tex) at t = 62 h.

Further analysis
Vortex merger and axisymmetrisation
As discussed in the introduction, a series of recent
papers has proposed that the formation, mutual inter-
actions, and mergers of small-scale vortices generated
by vorticity tilting and stretching in strong convective
updraughts (VHTs) play a significant role in the TC
genesis process. Here, we only briefly describe the
extent to which vortex merger does occur in these sim-
ulations, as a detailed documentation would require
numerous additional figures, and it is not our goal to
either challenge or critique the VHT hypothesis.

A review of the vertical vorticity fields and moist
heating fields of all the simulations (a few of which
will be shown below) shows that there is, of course,
considerable generation of small-scale vorticity anom-
alies by convective updraughts. The vorticity anom-
alies were mostly positive at low levels (where they
are mostly generated by low-level convergence of the
surrounding positive vorticity), but had a wide distrib-
ution of both signs at middle and upper levels, where
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Fig. 14 Variations in convective acitivity associated with the pulsing of convection as seen in the mid-level vortex with
1 m s-1 surface wind and RH = 90%, depicted in Fig. 13: (a) time-height diagram of mean inner core vertical
velocity; (b) time-height of total condensate; (c) diabatic heating and wind vectors at t = 54 h, z = 6.5 km; (d)
diabatic heating and wind vectors at t = 61 h, z = 6.5 km.



there is significant upward advection and stretching of
tilted horizontal vorticity. These differences are evi-
dent in the vorticity CFAD diagrams of Fig. 7.
Nonetheless, vortex ‘merger’ was not the dominant
mode of interaction and intensification. After genera-
tion by convection, most of the vorticity anomalies are
sheared and axisymmetrised by the larger circulation,
rather than coalescing with the other nearby, stronger
vortices. Very few of the vorticity anomalies were
even close to being ‘closed circulations’ in the
absolute sense, thus making the concept of axisym-
metrisation more applicable than vortex merger.

In almost every case where a distinct vortex merg-
er occurred, the merger was strongly diabatically
forced, one or both of the low-level vortices was cou-
pled to an updraught, and the low-level convergence
forced by the updraught brought two or more vortices
together, leading to a single, more intense vorticity
anomaly; this is essentially the diabatic vortex merger
process proposed by Hendricks et al. (2004). At the
same time, many of the ‘events’ of low-level intensifi-
cation occurred in isolation, driven by the convergence
and stretching of a strong convective updraught in the
immediate vicinity. Vortex merger was also more fre-
quent where the surrounding cyclonic flow was weak-
er, such as at middle levels in the shallow vortex case,
or low levels in the 1 m s-1 surface wind case.

If there are any significant differences between our
results and those of Montgomery et al. (2006), they
may be explained by this last observation. Their con-
trol simulation was initialised with a smaller and
weaker mid-level vortex (vmax = 6.6 m s-1, RMW = 60
km), allowing for stronger interactions between the
convectively generated vorticity anomalies embedded
in the weaker mesoscale circulation.

The run-up to genesis
To those familiar with vortex dynamics or tropical
cyclone development, it would seem obvious to the
eye that the changes in the vortex structure in the 24
hours before genesis, shown in previous figures (e.g.
Fig. 3, Fig. 5(b), etc.), would make the vortex more
and more likely to develop into a tropical cyclone.
But how can we quantify these changes?

One way to evaluate the propensity of a vortex for
tropical cyclone development is to measure the effi-
ciency with which latent heat released in convection
can be converted into the kinetic energy of the
cyclonic wind field, thereby leading to further devel-
opment. Schubert and Hack (1982) and Hack and
Schubert (1986), using an updated version of the
Eliassen (1951) balanced vortex model, computed
efficiencies of exactly this type using both analytical
and numerical methods for vortices of various shapes
and sizes. Not surprisingly, they found that as the vor-

tex intensifies, the efficiency increases substantially.
However, the use of a balanced model which assumes
a balanced response to slowly varying, axisymmetric
heat sources left some uncertainty as to the precision
of their results.

Building on these ideas, and using the linear, but
nonhydrostatic and time-dependent models of Nolan
and Montgomery (2002) and Nolan and Grasso (2003),
Nolan et al. (2007) were able to show that the vortex
intensification by latent heat release does not depend on
its distribution in time, but only on the net azimuthally
averaged heating. Using their nonhydrostatic model,
they too computed the ‘kinetic energy efficiency’ for
vortices of varying intensities. Interestingly, they found
that mid-level vortices were slightly more efficient than
surface vortices of the same strength.

Figure 15 shows the kinetic energy efficiency (KEE)
of the azimuthally averaged vortex wind field for the
surface vortex case at t = 36 and t = 60 h. These figures
show the fraction of azimuthally averaged heat energy
released at each point in the (r, z) plane that is convert-
ed to kinetic energy of the symmetric wind field during
the adjustment process. Not surprisingly, the largest
efficiency is found at the centre of each vortex, with the
maximum values from z = 8 to 10 km, since heating at
this altitude can drive convergence over the depth of the
vortex. The negative values at lower altitudes are
indicative of the fact that low-level heating will drive
divergence at the level of the mid-level vortex.
Although it would also intensify the low-level wind
field, it weakens the vortex where it is strongest, thus
decreasing kinetic energy. Comparing the results for the
two times, the maximum efficiency for the vortex
increases by a factor of four from t = 36 to 60 h.

The peak value of KEE is not a very representative
measure of the efficiency, since it exists only at a sin-
gle point (r = 0) and at high altitude. To reduce the
spatially varying KEE fields to a single representative
number, Nolan et al. (2007) defined the ‘relevant’
KEE as the volume-averaged KEE over some region
where the most convective heating is likely to occur.
For vortices that have already developed a strong
low-level circulation, the relevant area is around the
RMW. However, the most active area of convection
for genesis seems to be inside the RMW, and most of
the latent heat release is above 4 km and below 10 km
(see e.g., Fig 5(c)). For this purpose, we define the
relevant KEE to be the volume averaged KEE in the
region 0 ≤ r ≤ 40 km, 4 km ≤ z ≤ 10 km. Figure 15(c)
shows the relevant KEE as a function of time from
hourly model output leading up to the time of genesis
for the surface vortex and mid-level vortex cases. In
each case, the relevant KEE begins a steady and
accelerating rise about 24 hours before genesis, more
than doubling in each case.
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The development of a smaller-scale, low-level
vortex has been seen to be the defining moment of
genesis in our simulations. To try to capture the effi-
ciency of the larger vortex in low-level intensifica-
tion, the KEE calculation was modified to compute
the fraction of heat energy which leads to an increase
in the kinetic energy of the wind field only in the
region 0 ≤ r ≤ 40 km, 0 ≤ z ≤ 6 km. We call this effi-
ciency the ‘genesis’ KEE (GKEE). To compute the
relevant GKEE, we use the same averaging region
defined above. As shown in Fig. 15(d), the relevant
GKEE is much smaller than the KEE, but its value
increases by more than a factor of three and over a
shorter time period in the hours before genesis.

The moment of genesis
One of the striking aspects of the simulations present-
ed above is the very short time over which the small-
er-scale, low-level vortex forms at the surface. The
rapid increase of the low-level vertical vorticity is
nicely illustrated by CFAD diagrams computed on
hourly model output from the mid-level vortex case,

as shown in Fig. 16, for t = 70, 72 and 74 h (results
were similar for the surface vortex case). While the
distribution of frequencies of vorticity values is near-
ly unchanged at most altitudes, we can see at low lev-
els the rapid appearance of much higher vorticity val-
ues. As shown in Fig. 7 for the surface vortex case, no
such expansion of the range of positive vorticity val-
ues was seen in the time period from 39 hours before
to three hours before genesis (and the results from the
mid-level vortex simulation were nearly identical at
those times).

How is this intense low-level vertical vorticity
generated? Continuing with the mid-level vortex
case, Fig. 17 shows the azimuthally averaged verti-
cal vorticity and moist heating at t = 70, 71 and 72
h. At t = 70 h (upper panels), the highest values of
vertical vorticity are confined in a very shallow layer
at the vortex centre (where the centre is defined by
the smoothed surface pressure minimum). At the
same time, there is a broad distribution of moist
heating in and around the core of the vortex, with a
(radially) local maximum at r = 15 km. However, the
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Fig. 15 Kinetic energy efficiency analyses of the vortex wind fields: (a) KEE for the surface vortex case at t = 36 h; (b)
KEE at t = 60 h; (c) relevant KEE in the 24 hours before genesis for the surface (o) and mid-level (××) vortex
cases; (d) relevant genesis KEE for the same cases.



azimuthal averaging gives a misleading picture. The
convection and moist heating at this stage are not
organised and are still confined to isolated intense
updraughts, with the peaks in the azimuthally aver-
aged field corresponding to the radial positions of
these updraughts. At 71 h, however, convection (and
latent heat release) begins to occur closer to the vor-
tex centre, and at 72 h the maximum heat release is

occurring directly over the centre, with substantial
additional heating within 10 km of the centre. The
azimuthally averaged vorticity shows an enormous
intensification and deepening of the central vorticity
maximum in this one-hour period. 

The large increase in moist heating near the vor-
tex centre is associated with a single, long-lived
updraught, with additional contributions from near-
by updraughts. However, none of these updraughts is
notably stronger than those in the surrounding area.
This is illustrated in Fig. 18, which shows horizontal
sections of low-level vorticity at z = 0.5 km and mid-
level diabatic heating at z = 5.0 km at the same times.
In these figures, each plot is centred at the location
of the smoothed pressure centre used to compute
azimuthal averages. At t = 70 h, near the surface, the
wind field is characterised by an area of vorticity >
5.0x10-4 s-1 of 20-40 km in scale, embedded with,
and surrounded by, smaller blobs of more intense
vorticity with values up to 2.5x10-3 s-1. A cluster of
diabatic heating is located at x = 170 km, y = 185 km.
It is interesting to note that the wind vectors are quite
divergent around this cluster, suggesting this is the
top of a new updraught.

One hour later, the pressure centre of the vortex
has moved slightly to the west, perhaps in response to
this central updraught. A new, connected series of
clusters of deep convection has developed a little fur-
ther to the west as well. These contribute to the addi-
tional local maxima in the azimuthally averaged heat-
ing in the radial range of 20-40 km from the centre
(Fig. 17, right middle panel).

While these new updraughts seem to have faded
after an additional hour, the ‘main’ updraught contin-
ues and moves even closer to the vortex centre (or
perhaps, the centre moves closer to it). In the
azimuthally averaged fields, the greater part of the
appearance of this convection as being more intense
is due to the fact that the convection occurs closer to
the centre of the azimuthal averaging procedure. This
results in substantially larger values of the azimuthal-
ly averaged heating, even though the heating rates in
the individual updraughts are not much greater.
However, the proximity to the vortex centre of this
heat release is dynamically very important, as has
been shown in the efficiency analyses above. 

A review of the other simulations revealed a very
similar series of events in each case: the trigger for the
development of the smaller-scale surface vortex was
the appearance of a single strong updraught, or cluster
of updraughts, very close to the vortex centre. This
updraught was also long-lasting, resulting in the for-
mation of a single low-level vorticity anomaly that was
significantly stronger than all the others. This vortex
becomes the central core of the developing cyclone.
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Fig. 16 CFAD diagrams of vertical vorticity at (a) t =
70 h, (b) t = 72 h, and (c) t = 74 h in the mid-
level vortex case.



Conclusions
Summary
This study has presented simulations of tropical
cyclogenesis in highly favourable, idealised condi-
tions, using a high-resolution, convection-resolving
numerical model. Except for a simulation with an

unrealistically pre-humidified environment, it was
found that all of the simulations had an ‘incubation
time’ of one to three days before TC genesis and rapid
intensification began. When it occurred, TC genesis
was marked by the very rapid appearance of a small-
scale, low-level vortex near the centre of the sur-
rounding mesoscale vortex.

Fig. 17 Azimuthally averaged vorticity (left side) and moist heating (right side) for the mid-level vortex case at t = 70
(top), 71 (middle), and 72 h (lower panels).
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We attempted to identify critical changes in the
moist dynamics and thermodynamics that occur in the
vortex core in the days and hours before genesis.
Bursts of deep convection in and around the vortex
core began shortly after the beginning of each simula-
tion, leading to a steady moistening of the atmosphere,

with ‘near saturation’ developing quickly at low alti-
tudes and then spreading upwards into the upper tro-
posphere. As the relative humidity exceeded 80 per
cent from the surface to 10 km, changes in the vortex
wind field occurred that can be described as the for-
mation (if not originally present) of a mid-level vortex
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Fig. 18 Vertical vorticity at z = 0.5 km (left side), and moist heating at z = 5.0 km (right side), at t = 70, 71, and 72 h in
the mid-level vortex simulation.



that slowly contracted and intensified. If significant
vorticity was already present in the middle and upper
levels, mid-level vortex intensification began earlier,
but still only after significant mid-level moistening
had already taken place. In each case, when the mid-
level vortex had contracted to a RMW of about 60 km,
and a maximum wind speed of about 12 m s-1, an even
smaller vortex rapidly developed at the surface. This
smaller-scale, low-level vortex would then grow into a
rapidly developing tropical cyclone. The appearance
of the small-scale, low-level vortex was marked by a
sudden fall in the minimum surface pressure, with
notable increases in maximum surface wind speeds
not occurring until 6-12 hours later.

Changes in the character of the convection during
the evolution toward genesis were evaluated with con-
toured frequency by altitude diagrams (CFADs). In the
24 hours before genesis, the frequency of stronger and
higher penetrating updraughts increases, with corre-
sponding increases in latent heat release. However,
despite a substantial increase in middle and upper-level
humidity during this period, the frequency and intensi-
ty of cool downdraughts showed little or no change. 

Additional simulations were also performed with a
variety of initial conditions. A more realistic initial
condition of a ‘mid-level’ vortex with a weaker sur-
face circulation showed a remarkably similar evolu-
tion to the surface vortex case. Genesis did not occur
until the inner core had achieved deep near-saturation
and the mid-level vortex had elevated, contracted, and
intensified. Additional simulations with ‘deep’ and
‘shallow’ initial vortex wind fields emphasised the
necessity of having both the mid-level vortex and
near-saturation in place before genesis could occur, as
did simulations with nearly dry soundings (RH = 5%)
above z = 7 km and 4 km.

Prior studies have emphasised the role of small-
scale vortex formation and merger in the TC genesis
process before the time of genesis (Davis and Bosart
2002; Hendricks et al. 2004; Montgomery et. al.
2006). In the simulations presented here, strong,
small-scale vertical vorticity anomalies were indeed
generated in and around the deep convective towers.
For the most part, the processes of their conglomera-
tion were found to be more like ‘axisymmetrisation’
by the larger, pre-existing circulation and less like
vortex merger, except in the cases where an embed-
ded or nearby convective updraught brought the two
vortices together by forced low-level convergence
(i.e., ‘diabatic’ vortex merger).

The potential for rapid intensification of the devel-
oping and intensifying mid-level vortices was quantita-
tively measured in terms of the ‘kinetic energy efficien-
cy’ (KEE), a concept originally defined by Hack and
Schubert (1986), and extended to unsteady, nonhydro-

static dynamics by Nolan et al. (2007). It was shown
that in the 24 hours before genesis, the KEE more than
doubles, and the ‘genesis’ KEE for the change in the
low-level wind field more than triples. These changes
shown in Fig. 15 stand in contrast to the usual measures
of cyclone intensity, such as maximum surface wind or
surface pressure anomaly, which were only very slight-
ly increasing, constant, or even decreasing in the hours
before genesis (see e.g., Fig. 1(c), Fig. 11(b)).

Finally, a closer look at the vorticity and diabatic
heating fields just before and at the time of genesis
showed that the smaller-scale, surface vortex was cre-
ated by a single, long-lived updraught that erupts very
near the centre of the larger mid-level vortex. The
trigger for tropical cyclogenesis is the formation of
this long-lasting updraught, which organises the low-
level vorticity into a single coherent vortex through
what might be considered either a repeated or contin-
uous diabatic vortex merger process (Hendricks et al.
2004; Montgomery et al. 2006). However, in these
simulations this long-lived updraught does not devel-
op until the thermodynamic and structural changes
described above have taken place: near-saturation of
the core and increased inertial stability (and efficien-
cy) of the larger-scale, mid-level vortex.

Implications for research and forecasting
While not denying the role of small-scale vortex for-
mation, axisymmetrisation and the occasional merger,
the results of this study re-emphasise middle and
upper-level saturation and the intensification of a
mid-level vortex in the process of tropical cyclogene-
sis. Indeed, Davis and Bosart (2001) noted that both
processes seemed to be at work: they saw that the
average, inner-core RH from the surface to 600 hPa
approached 95 per cent in the hours before genesis. In
this study, we found that near-saturation in the middle
levels was necessary to allow for stronger convection
to consistently penetrate above the freezing level. The
upper-level heating then drove a secondary circula-
tion that intensified the mid-level vortex. This was
shown in the time-height diagrams of RH, diabatic
heating, and divergence in Fig. 5 and Fig. 9.

Naturally, idealised simulations such as those used
in this and the Montgomery et al. (2006) study beg the
question of whether or not the genesis process is the
same in the real atmosphere. The similarity of these
simulations and the Diana simulations (Davis and
Bosart 2001, 2002; Hendricks et al. 2004), and the
observation of a larger, mid-level vortex with embed-
ded vorticity anomalies by airborne Doppler radar
(Bister and Emanuel 1997; Reasor et al. 2005) certain-
ly suggest that real genesis events have on occasion
followed a similar pathway. The most recent
mesoscale modelling study by Davis and Bosart
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(2006) of the formation of hurricane Humberto (2001)
found that in the presence of moderate vertical wind
shear, the vorticity of the cyclone built almost entirely
upward from the surface, without a stronger mid-level
vortex before TC genesis (see their Fig. 10). The very
large area over which vorticity was averaged to gener-
ate this result, 600 km x 600 km, makes it difficult to
rule out that there was some mid-level vortex intensi-
fication on the scales seen in our simulations. Li et al.
(2006) produced similar time-height diagrams from
data averaged over a smaller region (120 km x 120
km) generated by simulations of idealised TC genesis
in a monsoon gyre environment; the 15 km resolution
of those simulations, however, necessitated cumulus
parametrisation which may have biased the divergence
toward more convective profiles.

We certainly would not rule out that the genesis
process could be different in environments with low
to moderate wind shears. The rapid formation and
intensification of tropical cyclones, like that of TC
Larry, is very rarely observed in the presence of sig-
nificant wind shear (Kaplan and DeMaria 2003). We
can speculate that sudden genesis and rapid develop-
ment is possible when the formation of a nearly satu-
rated, mid-level vortex is allowed by the surrounding
environmental conditions. When there is vertical
wind shear or other inhibiting factors, perhaps the
process is more gradual, with vorticity building
upwards from low levels, as also seen by Tory et al.
(2006a,b). Idealised WRF simulations of genesis in
shear are now underway to explore this issue.

In the North Atlantic basin, the United States gov-
ernment supports airborne reconnaissance of tropical
disturbances that have the potential to threaten the US
coastline. For disturbances that have not yet been iden-
tified as a tropical depression, these aircraft spend
much of their time at altitudes as low as 500 m looking
for the centre of a low-level circulation. The results of
this study suggest that observations of the vertical
structure of the wind field and humidity in the distur-
bance region would also be extremely helpful in eval-
uating whether TC genesis is imminent. In the cases
when a low-level vortex is not readily found, it may be
of more use to explore the region at a series of higher
altitudes, with dropsondes released at the highest alti-
tudes to more fully sample the moisture field, rather
than continuing to criss-cross the area looking for a
low-level vortex. 
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