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Radar Support Form 
(Updated 12 June 2022)

Flight ID ____________________   Storm _____________________ 

HRD Radar Support (Aircraft/Ground) _____________________________ 

AOC Data Tech _____________________ 

Ground radar support is responsible for assisting aircraft radar support with preparing 
the HRD radar workstation for software execution and data transmission. Through various 
situational awareness tools, they are able to advise the aircraft on issues pertaining to the 
radar software, scripts, data transmission and instrument function. Chiefly, they are 
responsible for generating the analysis parameter jobfiles that initiate the aircraft radar 
software. Specific responsibilities are detailed in the Ground Radar Support Guide located in 
Google Drive (HRD/Hurricane Field Program/2022/Training/Radar).

*Pre-flight Notes.

Indicate any existing radar instrumentation issues, pre-flight radar repairs or other issues 
that might impact radar data collection or analyses. If none, then simply enter NONE below. 

*Pre-flight Setup with Aircraft Radar Support.

Preferably before the planeside briefing, establish Xchat communication with aircraft radar 
support on #radar. Check off the following tasks. 

Confirm any pre-flight issues noted above.

Confirm latest flight pattern.
Go through script execution. [Steps 1-8 (1-9) of P-3 (G-IV) Ground Radar Support Guide]
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*In-flight Setup with Aircraft Radar Support.

After radar recording has begun, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks. 

Verify proper TDR system function as described in Ground Radar Support Guide.

Indicate below any issues identified in #hrd-sweeps-status or any radar instrumentation 

issues evident in the radar displays. If none, then simply enter NONE below. 

*In-pattern Radar and Weather Event Log.

Indicate below any center fix info, radar down times or significant meteorological 
observations (e.g., center reformation) that might be helpful for interpreting radar analyses.

Time
(HHMMSS)

Event 
(Radar or Weather)
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*End-of-Flight Shutdown with Aircraft Radar Support.

Once the aircraft exits the system, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks.  

Go through “NEAR END OF FLIGHT” Steps 1-4 of Ground Radar Support Guide.

Highlight here anything that should be considered in Level 2 reprocessing (e.g., failed or 
deficient Level 1b analyses, additional data that could be analyzed, parameters that might need to 
be adjusted). Please be as specific as possible. If none, then simply enter NONE below.

Don't forget to upload a screenshot of flight track overlaid on satellite imagery from MTS as soon 
as the science portion of the flight is completed! If there is a flight LPS, they should do this.

Highlight here any radar data transmission issues. If none, then simply enter NONE below.


	Flight ID: 20221008H1
	Storm: TS Julia
	HRD Radar Scientist AircraftGround: Zawislak / Reasor
	AOC Data Tech: McAlister
	that might impact radar data collection or analyses If none then simply write NONE below: Don't forget to use julia1_ for first jobfile!Standard butterfly pattern. Will have to avoid Nicaragua islands.Important: Only one working satcom. Potential to impact data transmission rates.
	issues evident in the radar displays If none then simply write NONE below: Tried turning on radar at 2034Z, but there were issues with aft. No sea surface. Restarted it and eventually fully functioning (see below) by 2046Z.<JZ_n42>  IGAP =                    30 <JZ_n42>  CALLING SYSOPCHANGE <JZ_n42>  RETURNED FROM SYSOPCHANGE <JZ_n42>  DIRECTORY IS /home/sysop/20221008H1/ <JZ_n42>  FORE SWEEPS BEGIN AT: <JZ_n42> 20221008 203444 <JZ_n42>  AFT SWEEPS BEGIN AT: <JZ_n42> 20221008 203512 <JZ_n42>  AFT GAP OF                   112  SECONDS ENDING AT: <JZ_n42> 20221008 203952 <JZ_n42>  FORE GAP OF                   299  SECONDS ENDING AT: <JZ_n42> 20221008 204554 <JZ_n42>  LATEST FORE SWEEP IS: <JZ_n42> 20221008 204558 <JZ_n42>  LATEST AFT SWEEP IS: <JZ_n42> 20221008 204001 <JZ_n42>  AVERAGE NUMBER OF BYTES IN LAST           45 FORE FILES =      1053764 <JZ_n42>  AVERAGE NUMBER OF BYTES IN LAST           44 AFT FILES =       680448 <JZ_n42>  IGAP =                    30 <JZ_n42>  CALLING SYSOPCHANGE <JZ_n42>  RETURNED FROM SYSOPCHANGE <JZ_n42>  DIRECTORY IS /home/sysop/20221008H1/ <JZ_n42>  FORE SWEEPS BEGIN AT: <JZ_n42> 20221008 203444 <JZ_n42>  AFT SWEEPS BEGIN AT: <JZ_n42> 20221008 203512 <JZ_n42>  AFT GAP OF                   112  SECONDS ENDING AT: <JZ_n42> 20221008 203952 <JZ_n42>  FORE GAP OF                   299  SECONDS ENDING AT: <JZ_n42> 20221008 204554 <JZ_n42>  AFT GAP OF                   377  SECONDS ENDING AT: <JZ_n42> 20221008 204618 <JZ_n42>  LATEST FORE SWEEP IS: <JZ_n42> 20221008 204958 <JZ_n42>  LATEST AFT SWEEP IS: <JZ_n42> 20221008 204859 <JZ_n42>  AVERAGE NUMBER OF BYTES IN LAST           45 FORE FILES =      1192072 <JZ_n42>  AVERAGE NUMBER OF BYTES IN LAST           45 AFT FILES =      1138824 
	Check Box1: Yes
	Check Box2: Yes
	Check Box3: Yes
	Check Box4: Yes
	Check Box5: Yes
	analysis issues: NONE
	transmission issues: <reasor_hrd> N42Data_Mac, so what do we have left in the queue ... I have all the EMC data ... waiting for NHC products to transmit* ahazelton has quit (Quit: Leaving)<reasor_hrd> N42Data_Mac, we're going to need to do a resend or something ... not getting tdr/ files for this last analysis <N42Data_Mac> I just performed a killairgo net<reasor_hrd> ok, let me see if that did the trick<reasor_hrd> N42Data_Mac, ok that started up. Why do you think this happens at the end of the flight? There must be something that is done on netman at the end of a flight that is different. We don't have this issue at any other time.<reasor_hrd> Just grasping at straws, N42Data_Mac ... but it seems like something is being executed on netman at the end which interferes with the transmission of the .w/.tar.gz/.so files<N42Data_Mac> Drastic changes in our altitude severely slow SATCOM down. <reasor_hrd> But the EMC files transmitted off fine.<reasor_hrd> And those are much larger.<reasor_hrd> (the .dat files)<reasor_hrd> I'm still suspicious...<N42Data_Mac> I'm honestly not sure, I typically don't force anything and they get swept eventually. <reasor_hrd> N42Data_Mac, but I'm not convinced the .w/.tar.gz/.so would have been swept. Without you running killairgo.<N42Data_Mac> I go see them in their locations, then I check that heartbeat and traffic is operating normally.<N42Data_Mac> Maybe not this time, but I usually don't have to killairgo net<reasor_hrd> ok, it's just an issue we'll need to address w/ Sonia ... the delay in these files to NHC isn't good
	Text1: 2046Z
	Text2: 
	Text3: 2214Z
	Text4: 2312Z
	Text5: 2423Z
	Text6: 2424Z
	Text7: 2455Z
	Text8: 
	Text9: 
	Text10: 2537Z
	Text11: 
	Text12: 
	Text13: 
	Text14: 
	Text15: 
	Text16: 
	Text17: TDR turned on (note: some issues getting aft working at startup)
	Text18: NHC 5 PM advisory: 12.6N 81.3W (Motion: 270 at 15 kt)
	Text19: First analysis "E-W": 12.6N 81.62W (used San Andres radar) ... track well N of center
	Text20: Second analysis SW-NE: 12.54N 81.82W (used translation) ... track well W of center
	Text21: Third analysis DW-NW-C: 12.55N 82.06W ... almost to center
	Text22: Fourth analysis C-NW: 12.55N 82.06W (not in composite)
	Text23: Fifth analysis NW-SE: 12.58N 82.14W 
	Text24: 
	Text25: 
	Text26: TDR powered off
	Text27: 
	Text28: 
	Text29: 
	Text30: 
	Text31: 
	Text32: 


