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Radar Support Form 
(Updated 12 June 2022)

Flight ID ____________________   Storm _____________________ 

HRD Radar Support (Aircraft/Ground) _____________________________ 

AOC Data Tech _____________________ 

Ground radar support is responsible for assisting aircraft radar support with preparing 
the HRD radar workstation for software execution and data transmission. Through various 
situational awareness tools, they are able to advise the aircraft on issues pertaining to the 
radar software, scripts, data transmission and instrument function. Chiefly, they are 
responsible for generating the analysis parameter jobfiles that initiate the aircraft radar 
software. Specific responsibilities are detailed in the Ground Radar Support Guide located in 
Google Drive (HRD/Hurricane Field Program/2022/Training/Radar).

*Pre-flight Notes.

Indicate any existing radar instrumentation issues, pre-flight radar repairs or other issues 
that might impact radar data collection or analyses. If none, then simply enter NONE below. 

*Pre-flight Setup with Aircraft Radar Support.

Preferably before the planeside briefing, establish Xchat communication with aircraft radar 
support on #radar. Check off the following tasks. 

Confirm any pre-flight issues noted above.

Confirm latest flight pattern.
Go through script execution. [Steps 1-8 (1-9) of P-3 (G-IV) Ground Radar Support Guide]
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*In-flight Setup with Aircraft Radar Support.

After radar recording has begun, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks. 

Verify proper TDR system function as described in Ground Radar Support Guide.

Indicate below any issues identified in #hrd-sweeps-status or any radar instrumentation 

issues evident in the radar displays. If none, then simply enter NONE below. 

*In-pattern Radar and Weather Event Log.

Indicate below any center fix info, radar down times or significant meteorological 
observations (e.g., center reformation) that might be helpful for interpreting radar analyses.

Time
(HHMMSS)

Event 
(Radar or Weather)
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*End-of-Flight Shutdown with Aircraft Radar Support.

Once the aircraft exits the system, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks.  

Go through “NEAR END OF FLIGHT” Steps 1-4 of Ground Radar Support Guide.

Highlight here anything that should be considered in Level 2 reprocessing (e.g., failed or 
deficient Level 1b analyses, additional data that could be analyzed, parameters that might need to 
be adjusted). Please be as specific as possible. If none, then simply enter NONE below.

Don't forget to upload a screenshot of flight track overlaid on satellite imagery from MTS as soon 
as the science portion of the flight is completed! If there is a flight LPS, they should do this.

Highlight here any radar data transmission issues. If none, then simply enter NONE below.


	Flight ID: 20220907I1
	Storm: Hurricane Earl
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	that might impact radar data collection or analyses If none then simply write NONE below: NONE
	issues evident in the radar displays If none then simply write NONE below: NONE
	Check Box1: Yes
	Check Box2: Yes
	Check Box3: Yes
	Check Box4: Yes
	Check Box5: Yes
	analysis issues: Certainly analysis 2 will need to be redone—I messed up the inbound/outbound by forgetting to press the set buttons on the track popup

Analysis 6 inbound track 49 inbound only analysis 
Analysis 6 250250 250250 251334 251336  251336 26.99, 65.51 05/06kts
Analysis 7 outbound track 234 2514 2514 251402 252240 252240 26.99,65.51 05/06kts
Analysis 8 inbound track 070 252240 2532 254450 254452  254450 26.99.65.51 05/06
Fortunately is does not matter if outbound goes a few seconds past End3D
	transmission issues: Transmission from the aircraft was never a problem.  We did have a hangup on running job 3, since jobfiles were not reaching netman.  This persisted for a good part of an hour after submission.  We still managed to get the entire composite into NCO in time.

The command that caused jobfile starts to begin again was:  “killjob FromGround” (command is run on netman)
	Text1: 2024
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	Text14: 2453-250250
	Text15: 
	Text16: 2706/2837
	Text17: Takeoff
	Text18: TDR up and recording. Hurricane setting for all analyses
	Text19: Turned outward from downwind somewhat for deep AXBT(may still be inside 250)
	Text20: Analysis 1 SSE-NNW no downwind—acceptable
	Text21: 2155 2155 222307 2250 2250 26.74,65.53 05/06kts 
	Text22: Analysis 2—Downwind-W-E acceptable (messed up inbound/outbound track)
	Text23: Will need to redo for profiles
	Text24: 2250 2315 234001 2404 2404 28.86, 65.52 05/06kts
	Text25: Analysis 3—Downwind then NNE-Center—acceptable for composite
	Text26: 2404 2429 245238 245240 245240 26.99, 65.51 05/06 kts
	Text27: Analysis 4—end of composite—out of order—center to SSW
	Text28: 260334 260334 260636 2628 2228 27.115, 65.55 05/06 kts
	Text29: Analysis 5—First of 3 in/outs outbound track 230 not acc comp FLAIMS
	Text30: 2453 2453 245302 250250 250250 26.99, 65.51 05/06 kts
	Text31: Last 3 analyses in level2 section
	Text32: TDR off/Landing


