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Why do you want 
to do ML?

What ML 
technique to use?

How to prepare 
the data?



Robotic System

Computer Vision

Audio Processing

What is ML



Why AI/ML?

How do you program an object?

Credit: https://blog.tensorflow.org/2020/07/tensorflow-2-meets-object-detection-api.html



Numerical Model

Programming based on physics, dynamics, etc.

New Observation Data New Forecast Data

Why AI/ML



ML Model

Historical Obs. Data

ML 
Algorithm

New Observation Data New Forecast Data

Why AI/ML
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Weighted

? =75

? =mean(75, 75, 74)= 74.7
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=74.9



Yesibudak et al. https://doi.org/10.1016/j.enconman.2016.12.094

k-Nearest Neighbors 

https://doi.org/10.1016/j.enconman.2016.12.094
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Idea: Randomizing training data or selected features

Decision Trees 
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How to split the data?
Information Gain 

Gini Impurity

Pruning – generalizing the tree

Class 2

Decision Trees 



Pradhan https://doi.org/10.1016/j.cageo.2012.08.023

Features
• Altitude
• Topographic Wetness Index
• Normalized Difference Vegetation Index
• Distance from the road
• Soil type
• Distance from draining
• Plane Curvature
• Slope angle

For Landslide Susceptibility Mapping

Decision Trees 

https://doi.org/10.1016/j.cageo.2012.08.023


Ko 2020, https://ams.confex.com/ams/2020Annual/meetingapp.cgi/Paper/364456

Support Vector Machine

https://ams.confex.com/ams/2020Annual/meetingapp.cgi/Paper/364456


Karimi et al. (2019) https://doi.org/10.1016/j.compenvurbsys.2019.01.001

Support Vector Machine

https://doi.org/10.1016/j.compenvurbsys.2019.01.001


Artificial 
Neural 
Networks



Reference: https://adeshpande3.github.io/A-Beginner%27s-Guide-To-Understanding-Convolutional-Neural-Networks/

Convolutional Neural Networks (CNN)

https://adeshpande3.github.io/A-Beginner's-Guide-To-Understanding-Convolutional-Neural-Networks/


CNN
CNN



CNN



When it goes to higher level, CNN is able to capture more complicated features

CNN



CNN captures more complicated features with deep networks

CNN Zeiler and Fergus (2014)
https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53

https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53


CNN captures more complicated features with deep networks

CNN Zeiler and Fergus (2014)
https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53

https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53


CNN captures more complicated features with deep networks

CNN Zeiler and Fergus (2014)
https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53

https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53


Unsupervised 
Learning?
K-Means



Unsupervised 
Learning?
K-Means



K-Means



Concepts of ML 
ML Algorithms: 
kNN, DT, RF, SVM, ANN, CNN, and K-means



Data Preprocessing Demo


