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ABSTRACT

A preindustrial control run and an ensemble of twentieth-century integrations of the Community Climate

System Model, version 4 (CCSM4), are evaluated for Antarctic sea ice climatology, modes of variability,

trends, and covariance with related physical variables such as surface temperature and sea level pressure.

Compared to observations, the mean ice cover is too extensive in all months. This is in part related to ex-

cessively strong westerly winds over ;508–608S, which drive a large equatorward meridional ice transport and

enhanced ice growth near the continent and also connected with a cold bias in the Southern Ocean. In spite of

these biases in the climatology, the model’s sea ice variability compares well to observations. The leading

mode of austral winter sea ice concentration exhibits a dipole structure with anomalies of opposite sign in the

Atlantic and Pacific sectors. Both the El Niño–Southern Oscillation and the southern annular mode (SAM)

project onto this mode. In twentieth-century integrations, Antarctic sea ice area exhibits significant de-

creasing annual trends in all six ensemble members from 1950 to 2005, in apparent contrast to observations

that suggest a modest ice area increase since 1979. Two ensemble members show insignificant changes when

restricted to 1979–2005. The ensemble mean shows a significant increase in the austral summer SAM index

over 1960–2005 and 1979–2005 that compares well with the observed SAM trend. However, Antarctic

warming and sea ice loss in the model are closely connected to each other and not to the trend in the SAM.

1. Introduction

The Antarctic sea ice cover undergoes a large seasonal

range from a climatological maximum of approximately

19 million km2 in extent in September to a minimum of

3 million km2 in February (e.g., Cavalieri and Parkinson

2008) (Fig. 1). The seasonal cycle of ice advance and retreat

is influenced by the dominant seasonality in the atmo-

sphere and the semiannual oscillation (SAO)—a biannual

(spring and autumn) strengthening and poleward migration

of the circumpolar trough (e.g., van Loon 1967; Enomoto

and Ohmura 1990; Simmonds 2003; Stammerjohn et al.

2003; Simmonds et al. 2005). On an annual basis, consid-

erable ice growth occurs near the continent with equator-

ward transport and subsequent melting at lower latitudes.

However, observational constraints on the Antarctic

sea ice mass budgets are limited due in part to the re-

moteness of the region and the difficulties in observing

sea ice thickness from satellites. The ice melt and growth

cycles and associated freshwater fluxes can have impor-

tant implications for ocean stratification and deep and

intermediate water formation with consequent impacts on

climate, biogeochemical cycling, and carbon sequestration

(e.g., Smith and Nelson 1985; Takahashi et al. 2002; Zhang

2007; Arrigo et al. 2008; Kirkman and Bitz 2010).

In contrast to the Arctic, large-scale trends in Antarctic

sea ice cover have been small and slightly increasing since

satellite records began in 1979 (e.g., Cavalieri and Parkinson

2008). This small change is due to regionally compensat-

ing trends that are present since 1979. Significant ice loss

has been observed in the Bellingshausen–Amundsen Sea

extending into the western Weddell Sea, with compen-

sating increases in the Ross Sea sector (Liu et al. 2004;

Cavalieri and Parkinson 2008; Comiso and Nishio 2008).
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Over the observational record, Antarctic ice cover has

exhibited coherent variations on interannual and longer

time scales. Previous work has shown that this variability

has a dipole structure with anomalies of opposite sign in

the Atlantic and Pacific basins (Yuan and Martinson

2000). This ‘‘Antarctic dipole’’ has corresponding anom-

alies in surface ocean characteristics and atmospheric

fields. Additionally, work suggests that winter anomalies

of sea ice are collocated with anomalies in sea surface

temperature, sea level pressure, and wind stress and can

propagate around the Antarctic continent (White and

Peterson 1996). The sea ice anomalies re-emerge from

one year to the next because of an imprint of the win-

ter ice conditions on the ocean surface temperatures

(Gloersen and White 2001).

Variability and change in the Antarctic sea ice is as-

sociated with large-scale modes of atmospheric variabil-

ity, most importantly the El Niño–Southern Oscillation

(ENSO) and the southern annular mode (SAM) (e.g.,

Simmonds and Jacka 1995; Yuan and Martinson 2000;

Liu et al. 2004; Yuan and Li 2008). Many observational

studies suggest that ENSO initiates Southern Hemi-

sphere (SH) variability, including modulation of the

SAO, and that ice–ocean coupling prolongs the anoma-

lies (e.g., Harangozo 1997; Peterson and White 1998;

Yuan and Martinson 2000; Cai and Baines 2001; Yuan

and Martinson 2001; Stammerjohn et al. 2003; Yuan and

Li 2008). The influence of SAM variations on Antarctic

sea ice has been documented in both observational

(Stammerjohn et al. 2008) and modeling (Hall and Visbeck

2002; Holland and Raphael 2006; Sen Gupta and England

2006) studies.

The Southern Ocean plays a critical role in global

ocean circulation as well as global cycling of carbon and

nitrogen. Three climatologically important water masses

are formed in the Southern Ocean: Antarctic Intermediate

Water (AAIW), Subantarctic Mode Water (SAMW; both

formed near and north of the Antarctic Circumpolar

Current), and Antarctic Bottom Water (AABW; formed

over continental shelves along the Adelie coast and in the

Ross and Weddell Seas). These water masses form as a

result of complex interactions of atmosphere–ocean–

cryosphere processes. Despite its relatively small surface

area (;10% of the global ocean), 20%–30% of oceanic

uptake of CO2 occurs in this area (Takahashi et al. 2002).

AABW carries some of the deepest and highest concen-

trations of anthropogenic CO2 in the world’s oceans (e.g.,

Lo Monaco et al. 2005)—uptake that is heavily influenced

by physical and biological conditions in the surface ocean.

Interannual variability in Southern Ocean productivity is

most closely related to variability in sea ice (Arrigo et al.

2008). To effectively use climate models to investigate

Southern Ocean processes, an assessment of Antarctic sea

ice conditions and variability is needed. Previous modeling

studies have diagnosed variability in sea ice and its re-

lationship to large-scale modes of atmospheric varia-

tions (e.g., Hall and Visbeck 2002; Holland et al. 2005;

Sen Gupta and England 2006). These studies suggest

that climate models can reasonably simulate Antarctic

sea ice variability and provide considerable insight into

the mechanisms driving those variations.

The Community Climate System Model, version 4

(CCSM4), is a new model with significant improvements

across all model components as compared to previous

model versions (Gent et al. 2011). Here we assess the

Antarctic sea ice simulation within CCSM4 preindustrial

and twentieth-century integrations. This includes a descrip-

tion of the simulated Antarctic sea ice and analysis of the

linkages between the sea ice and other Southern Ocean–

atmosphere fields and global climate indices in CCSM4.

We describe both the mean state and model variability

from a nontransient preindustrial (year 1850) control run.

Mechanisms driving simulated sea ice variability and link-

ages to large-scale modes of atmospheric variability are

discussed. We then investigate sea ice changes in transient

twentieth-century model runs from six ensemble members

including the seasonality of simulated sea ice change and

provide comparisons to observed twentieth-century change.

2. Experiments and observational data

We assess the Antarctic sea ice mean state, variability,

and change in simulations from the CCSM4 and provide

some comparisons to the previous model version (CCSM3;

Collins et al. 2006). For further aspects of the CCSM3

FIG. 1. The annual cycle of Antarctic sea ice extent from the

CCSM4 PI integration (thick solid), the late twentieth-century

(1979–2005) CCSM4 ensemble average (thin solid), the late

twentieth-century CCSM3 average (dashed), and the hindcast ice–

ocean simulation (dotted). Satellite-derived observations (Fetterer

et al. 2009) are shown by the asterisks.
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simulated Antarctic sea ice and atmosphere see Holland

and Raphael (2006) and Raphael and Holland (2006).

The CCSM4 is a fully coupled climate model as de-

scribed by Gent et al. (2011). The atmospheric compo-

nent uses the Community Atmospheric Model version 4

(Neale et al. 2012, manuscript submitted to J. Climate),

which employs a finite-volume grid at a horizontal res-

olution of about 18 3 18 and with 26 vertical levels. The

land model, which is run on the same horizontal grid as

the atmosphere, is the Community Land Model version

4 (CLM4; Lawrence et al. 2012. The ocean model

component is described in Danabasoglu et al. (2012) and

is based on the Parallel Ocean Program (POP) of the

Los Alamos National Laboratory (Smith et al. 2010).

The sea ice component uses the Los Alamos National

Laboratory Sea Ice Model, version 4 (Hunke and Lips-

comb 2008). Major updates of the ice model compared

to CCSM3 are discussed in Holland et al. (2012). This

includes improvements in the physical representation of

the albedo treatment, including the incorporation of

melt pond and aerosol deposition effects, and generally

more realistic snow-covered albedo values (Gent et al.

2011). Both the ice and ocean model use a nominally 18

grid, which has a north pole that is smoothly displaced

into Greenland.

To study CCSM4 Antarctic sea ice variability and

mean state in the absence of transient forcings, we an-

alyze model output for 500 yr of a 1300-yr preindustrial

integration (simulation years 701–1200 of the 1850

control run). The 1850 control run is a fully coupled

land–ocean–ice–atmosphere run that is forced at con-

stant 1850 conditions (constant trace gases, land use and

plant functional types, orbital parameters and solar ir-

radiance, and aerosols), and described in more detail by

Gent et al. (2011). Output from the control simulation,

forced by preindustrial conditions (and hence termed

‘‘PI’’) is used to initialize the twentieth-century simu-

lations. The PI also provides a simulation from which to

compare internal model variability to external variabil-

ity resulting from twentieth-century transient forcings.

Twentieth-century Antarctic variability and change is

assessed from the 1850–2005 ensemble integrations,

primarily focusing on the period since 1960 for its

overlap with Antarctic instrumental observations. The

twentieth-century simulations are initialized from years

in the PI run that are chosen to span the range of vari-

ability observed in the North Atlantic meridional over-

turning circulation. They are forced by natural and

anthropogenic forcings (Gent et al. 2011), including

time-varying greenhouse gas concentrations, time- and

space-varying stratospheric and tropospheric ozone,

black and primary organic carbon aerosols, direct effect

of sulfate aerosols (indirect effects were not included),

and land use and land cover change (Lawrence et al.

2012). The Community Atmospheric Model version 3.5

was used offline with a fully interactive chemistry model

to compute decadal-average monthly three-dimensional

concentrations of ozone and aerosols (Lamarque et al.

2011) from historical emissions (Lamarque et al. 2010).

Natural forcings for the twentieth century runs include

volcanic aerosols (Ammann et al. 2003) and solar vari-

ability (Lean 2000; Wang et al. 2005). Further details of

the twentieth-century runs and the climate response of

CCSM4 can be found in Meehl et al. (2012). The individual

twentieth-century ensemble members have tags 005, 006,

007, 008, 009, 010, and 011 that we retain in this paper so

that interested researchers may identify the correct runs

and to maintain consistency with other publications.

Climatology from the coupled experiments is com-

pared to an ice–ocean coupled hindcast integration

forced with interannually varying atmospheric data. The

atmospheric forcing used is that available from the Co-

ordinated Ocean–Ice Reference Experiments (CORE;

Griffies et al. 2009) and encompasses the years 1948–

2007. Details of the forcing are documented in Large and

Yeager (2009). The model has been run through six cycles

of the forcing and we analyze years corresponding to

1979–2005 from the last cycle. Ocean characteristics from

this simulation are discussed in Danabasoglu et al. (2012).

The observational data that we use to evaluate the

CCSM4 include climatological sea ice concentrations

from the Special Sensor Microwave Imager (SSM/I)

dataset (Comiso 1990), obtained from the National Snow

and Ice Data Center (NSIDC) (http://nsidc.org/data/

nsidc-0002.html), available as monthly or daily values.

We also use the NSIDC’s Sea Ice Index (Fetterer et al.

2009), which contains monthly values of sea ice extent

and sea ice area (http://nsidc.org/data/seaice_index/). For

time-varying sea ice concentration we use the compila-

tion of Hurrell et al. (2008). The Hurrell et al. dataset is

a blend of optimally interpolated sea surface tempera-

tures (SSTs) and sea ice (Reynolds et al. 2002) and of the

Hadley Centre Sea Ice and SST dataset (HadISST)

(Rayner et al. 2003) and was obtained online (http://

cdp.ucar.edu/MergedHadleyOI). For surface tempera-

tures, we use the 1200-km version of the Goddard In-

stitute for Space Studies (GISS) Surface Temperature

Analysis (GISTEMP) (Hansen et al. 2010). The GISTEMP

analysis uses more Antarctic station data (Turner et al.

2004) than other global temperature analyses and makes

interpolations across large distances, covering much of

the Antarctic ice sheet and adjoining Southern Ocean.

For sea level pressure (SLP), we use the globally com-

plete, 58 3 58 latitude–longitude gridded dataset, Hadley

Centre SLP version 2 (HadSLP2; Allan and Ansell

2006). The GISTEMP and HadSLP2 data were obtained
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from the Physical Science Division of the National

Oceanic and Atmospheric Administration (NOAA)

Earth System Research Laboratory, Boulder, Colorado

(http://www.esrl.noaa.gov/psd/data/). Finally, a monthly

index of the SAM is used from Marshall (2003) (obtained

online from http://www.antarctica.ac.uk/met/gjma/sam.

html).

3. Climatology

To diagnose the climatological sea ice state simulated

by CCSM4, we analyze a 500-yr average of monthly

output from the preindustrial control simulation. This is

compared to conditions simulated by the ice–ocean

hindcast integration and by CCSM3. Where possible,

comparisons to observations are also discussed. Because

observational records from satellite data are only

available for about the last 30 yr, direct comparisons are

confounded by the difference in time period and the

different external forcings associated with these time

periods. However, as discussed below, the biases com-

pared to observed conditions are almost certainly larger

than any large-scale changes that we expect have oc-

curred since 1850. We will return to this point when

discussing the sea ice changes simulated by the model

over the twentieth century.

The simulated annual cycle of Antarctic sea ice extent

is shown in Fig. 1. Consistent with observations, the ice

cover undergoes a very large annual cycle, retreating

from a maximum in September to a minimum in March.

However, as compared to satellite observations the ice

cover is too extensive throughout the year, with an an-

nual average of 20.3 km2 compared to 12 km2 in the

observations. Extensive Antarctic sea ice is also present

in CCSM3, particularly in winter. However, CCSM3

simulates a larger annual cycle and reduced summer ice

cover compared to the newer model (Fig. 1). Many

changes are present between the CCSM3 and CCSM4

models (Gent et al. 2011), and it is difficult to attribute

the simulation differences to a single model change.

However, we do note that the sea ice albedo treatment is

completely different in the new model (Holland et al.

2012) and CCSM4 simulates higher (and more realistic)

albedos for snow-covered sea ice (Gent et al. 2011).

Additionally, the ‘‘freeze-dry’’ parameterization (Vavrus

and Waliser 2008) incorporated in CCSM4 reduces low

cloud cover amounts in cold high-latitude conditions. As

such, CCSM4 simulates considerably less low cloud cover

in the Southern Ocean (not shown), particularly in win-

ter, resulting in less year-round incoming longwave and

enhanced summer shortwave radiation at the surface.

These flux differences also contribute to differences in sea

ice mass budgets between CCSM3 and CCSM4.

Multiple and interacting factors are likely responsible

for the extensive CCSM4 sea ice, and consistent biases

exist in the ocean simulation (Weijer et al. 2012).

However cause and effect are difficult to determine. In

the hindcast ice–ocean coupled simulations, the Ant-

arctic sea ice shows more fidelity to observations and

has a reasonable annual cycle (Fig. 1). Antarctic sea ice

extent is also greatly improved in simulations with the

CCSM4 configured with lower horizontal resolution

(;3.758 atmosphere; 38 ocean). These simulations have

approximately 30% smaller zonal mean wind speeds in

the Southern Ocean (Shields et al. 2012). This suggests

that biases in simulated atmospheric fields are in part

responsible for the sea ice bias. One such notable bias is

that the Southern Ocean zonal wind stress from about

508 to 608S is anomalously strong (by .30%) compared

to reanalysis products (Danabasoglu et al. 2012). [A

similar bias is present in CCSM3 (Holland and Raphael

2006).] This is consistent with excessive equatorward

Ekman ocean and sea ice drift, which likely contributes

to cold temperatures and a biased ice extent. Observa-

tions of ice volume transport are limited and generally

confined to small regions (e.g., Harms et al. 2001)

making a comparison to the model results difficult.

However, the zonal-mean meridional sea ice transport

in CCSM4 (Fig. 2) is over twice as large as that simulated

by the ice–ocean hindcast integration and is larger at its

maximum than in CCSM3. Thus, it appears quite ex-

cessive. The net equatorward transport of sea ice is re-

placed near the continent by sea ice growth during the

winter. In turn, the transported ice melts near the ice

edge, resulting in a net equatorward transport of water

FIG. 2. The annual zonal mean meridional ice transport from the

CCSM4 PI run (thick solid), the late twentieth-century (1979–

2005) CCSM4 ensemble average (thin solid), the late twentieth-

century CCSM3 average (dashed), and the hindcast ice–ocean

simulation (dotted).
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with implications for ocean buoyancy forcing and cir-

culation as further discussed in Weijer et al. (2012).

Regional aspects of the ice concentration annual cycle

can be quantified by the timing of ice advance and re-

treat. The difference between the advance and retreat

dates gives information on the ice-season duration.

These characteristics of the Antarctic sea ice pack have

been effectively used in previous work (Parkinson 2002;

Stammerjohn et al. 2008) to assess controls on Antarctic

sea ice variability. Gridded daily averaged sea ice con-

centration (SIC) is available for 155 yr of the control

simulation (years 953–1007) and is used to compute the

date of ice advance and retreat. The ice advance date is

defined as the first day after 16 February for which ice

concentration increases above 15% for five or more

consecutive days. The date of ice retreat is similarly

defined as the first day the ice concentration falls below

15% and remains below 15% until the end of the ‘‘ice

year’’ (defined to be 15 February of the following cal-

endar year). Ice duration in days is then the date of re-

treat minus the date of ice advance.

An analysis of daily satellite observations (Comiso

1990, updated) that have been interpolated to the model

grid is also provided for comparison. The simulated

mean timing of ice advance is shown in Fig. 3. Compared

to the analysis of satellite observations, the simulated

FIG. 3. Day of ice advance from (a) satellite observations, (b) CCSM4 1850 control run, and differences between

(c) CCSM4 1850 control run and (d) twentieth-century ensemble mean and observations.

15 JULY 2012 L A N D R U M E T A L . 4821



advance of the ice edge occurs too early, by up to 50 days

over vast regions of the southern polar ocean. The bias is

particularly large and widespread in the eastern Atlantic

sector of the Southern Ocean. A comparison to simu-

lated late twentieth–century conditions decreases this bias

marginally (Fig. 3d). The timing of ice edge retreat (Fig. 4)

is late in the model simulations by 50 or more days over

large areas, again showing modest improvement when

considering late twentieth-century-simulated conditions.

The biases in the timing of ice advance and retreat

contribute to an excessively long ice-season duration,

which is reflected in the spatial pattern of the ice concen-

tration (Fig. 5). In general, anomalously high ice cover is

present in the model simulations throughout the Southern

Ocean. In summer, too little melt back is simulated, and

ice cover remains high. These biases have consequences

for the simulated ice–ocean–atmosphere interactions and

secular trends over the twentieth century, a point that we

return to below.

4. Natural variability

a. Sea ice variability

Variability in the length of the ice-covered season

(Fig. 6) is concentrated in the seasonal ice zone near the

FIG. 4. Day of ice retreat in (a) SSMI observations, (b) CCSM4 1850 control run, and differences between (c) CCSM4

1850 control run and (d) twentieth-century ensemble mean and observations.
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ice pack edge. It has particularly large standard de-

viations in the Atlantic and Pacific sectors of the

Southern Ocean. Variability in ice duration is related to

anomalies in the date of ice advance and/or retreat. As

shown in Fig. 6, anomalies in the ice advance timing are

largest in the Pacific, whereas the timing of ice retreat is

variable throughout the Atlantic, Pacific, and extending

into the Indian Ocean sectors. This suggests that dif-

ferent processes may determine the ice anomalies in the

Pacific and Atlantic regions and is discussed further in

section 4b.

The ice-season length variations are strongly associ-

ated with variability in the winter average sea ice con-

centration. To characterize the spatial and temporal

structure associated with this winter Antarctic sea ice

concentration variability, an empirical orthogonal func-

tion (EOF) analysis is performed. The long-term monthly

means are removed from monthly fields before calculat-

ing any seasonal or annual means. The spatial patterns

associated with each EOF are presented by taking the

standardized principal component (PC) time series of the

given EOF and regressing the original field onto the PC to

result in a map with original units per standard deviation

(e.g., percentage for sea ice concentration). Only modes

that are distinct from each other according to the sepa-

ration criteria of North et al. (1982) are presented (e.g.,

the first two modes of winter sea ice cover and annual

surface temperature, and annual depth-integrated ocean

temperature, and the first mode of annual sea level pres-

sure). We focus on the austral winter [July–September

(JAS)] average for ice fields, which is most closely related

to the variations in ice-season length.

The two leading modes of winter SIC variability

obtained from an EOF analysis are shown in Fig. 7. The

leading EOF has a strong dipole pattern, with anomalies

of opposite sign in the Pacific and Atlantic sectors. The

anomaly centers coincide quite closely with anomalies

associated with the leading mode of variability from ob-

servations (black contours on Fig. 7a) but are displaced

somewhat equatorward consistent with biases in the

mean state. The simulated leading mode of winter sea ice

variability accounts for 25% of the variance in the winter

SIC field (and also 25% in the observations). This simu-

lated variability is similar to the ‘‘Antarctic dipole’’ in sea

ice that is present in observations (Yuan and Martinson

2000). This suggests that the model may be reasonably

capturing the longitudinal spatial structure of sea ice

variability even with the biases in the mean state.

The second mode of winter SIC variability, account-

ing for 16% of the variance, has minima nearly 1808

apart (1208W–1808 and 308W–608E) and a maximum

centered in the Drake Passage. This bears a considerable

resemblance to the second EOF of observed winter SIC

(15% of the observed variance and shown as black con-

tours on Fig. 7b). The two leading SIC modes in both the

CCSM4 and the observations have spectral peaks near

4 yr (Figs. 7c,d), although caution should be used when

comparing to the relatively short observational record

(1979–2006). Additionally, EOFs 1 and 2 are significantly

correlated in both the model and in the observations at

61-yr lag (Fig. 7d), with the spatial pattern in Fig. 7a

leading that in Fig. 7b by 1 yr.

FIG. 5. The 1979–2005 ensemble mean CCSM4 SIC (black con-

tours) in (a) austral summer [January–March (JFM)] and (b) aus-

tral winter (JAS). The contour interval is 0.1. The red contour

corresponds to the 0.1 contour from the late twentieth-century

CCSM3 results, and the blue contour corresponds to the 0.1 con-

tour from 1979–2005 satellite data (Comiso 1990, updated).
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The high correlation of the two leading SIC EOFs at

1-yr lag suggests that the second EOF may represent an

eastward propagation of the first EOF. Eastward prop-

agation of the anomalies is corroborated by the corre-

lation of SIC PC1 with sea ice area (SIA is the total area

of sea ice, computed by multiplying the SIC by the area

of the grid cell and summing over that longitude) as

a function of longitude and lag (Fig. 8). Wintertime SIC

anomalies diminish significantly as they travel east, of-

ten barely detectable by 1008E in the middle to eastern

section of the Indian Ocean. The anomalies, if they

persisted, would take about 8 yr to travel around the

globe, traveling at about 7–8 cm s21—time scales con-

sistent both with modeled mean surface ocean current

patterns and the eastward propagation of observations in

the Antarctic circumpolar wave (White and Simmonds

2006). This suggests that the sea ice anomalies are in

effect advected with the mean ocean circulation. Al-

though the regions of high SIC variability are in areas

where the seasonal ice melts and is gone during austral

summer, the ice anomaly is seen again in following years

because of the corresponding anomalies in ocean

SST—essentially a ‘‘memory’’ of the ice anomaly main-

tained in the surface ocean.

This is supported by an examination of both the sur-

face temperature (TS—defined as the SST in ice-free

regions and the ice surface temperature when ice cov-

ered) and the depth-integrated (to 100 m) ocean tem-

perature variability in the region. Annual variations are

examined for simplicity, although similar qualitative

relationships are present for seasonal averages. The

leading two annual TS EOFs (accounting for 25% and

12%, respectively, of the total variance) along with the

power spectra of their associated PCs and correlations

FIG. 6. CCSM4 control run standard deviations in (a) day of ice advance, (b) day of ice retreat, (c) total days above

15% SIC threshold, and (d) SIC (%).
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with first PC of wintertime SIC are shown in Fig. 9. The

leading two EOFs of integrated ocean temperature,

their spectra, and correlations with SIC are consistent

with those of TS and are therefore not shown. The first

two EOFs of annual TS are highly correlated (not

shown) at 61-yr lag, suggesting that like SIC, TS anom-

alies are propagating. The high correlation between the

annual TS EOFs and the SIC EOFs (r ; 0.9 for the first

two PCs at 0 lag, and 0.6 for the second two) further re-

inforces the coupling between SIC and surface tempera-

tures: the memory of the ice anomaly from one winter is

maintained in surface ocean temperatures and advected

eastward, whereupon the anomaly propagates into the

next winter (seen as the second EOF). As with the SIC

variations, a dominant time period of about 4 yr is

clearly evident.

To summarize, the dominant variability of Antarctic

SIC in CCSM4 is characterized by a dipole pattern be-

tween the Pacific and Atlantic sectors that then propa-

gates eastward. Although the Pacific anomaly propagates

through the Drake Passage and into the Atlantic,

both anomalies diminish significantly by the Indian

Sector (near 1008E). These winter ice anomalies are

tightly coupled to the SST variations, which provide an

FIG. 7. Wintertime (JAS) SIC (a) EOF1 (b) EOF2, PC power spectra (gray lines indicate 95% confidence level) for

(c) the CCSM4 and (d) the observations, and (e) correlations of PC1 and PC2 in the CCSM4 (black) and observations

(gray). PC1 leads PC2 in the correlation. The black contours in (a),(b) show the corresponding EOFs from observed

SIC (Comiso 1990, updated).
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interannual memory and allows the winter ice cover

variations to reoccur from one year to the next. A dipole

signature in the SIC and TS fields are also seen in

the observations (e.g., Yuan and Martinson 2001; Cai

and Baines 2001; Gloersen and White 2001; Connolley

2003). Observational evidence suggests similar propa-

gating anomalies associated with the Antarctic circum-

polar wave (e.g., White and Peterson 1996; Connolley

2003) that are retained through the ice-free season

by a similar oceanic mechanism (Gloersen and White

2001). This similarity to observations suggests that, even

though the mean Antarctic sea ice extent is quite biased

in CCSM4, the variability and its driving processes are

well simulated. However, note that the biased ice extent

does cause the variations in sea ice to occur equatorward

of the observed anomalies and may influence aspects of

the anomaly propagation.

A dipole pattern of SIC anomalies was also present in

both the CCSM2 (Holland et al. 2005) and CCSM3

simulations (Holland and Raphael 2006); however, they

propagate further and faster in CCSM4 than they did in

CCSM2. EOF1 of SIC in CCSM4 is shifted a bit east-

ward compared with that of CCSM3, and they propagate

at similar speeds and distances in both CCSM3 and

CCSM4.

The third- and fourth-order EOFs for SIC (not shown

here), representing 10% and 8% of the total variance,

FIG. 8. Correlation of longitudinal sea ice area and the winter-

time SIC PC1 as a function of longitude and lag (yr). The conti-

nental outlines are shown below for reference.

FIG. 9. CCSM4 control run annual TS (a) EOF1, (b) EOF2, (c) PC power spectra (gray lines indicate 95% con-

fidence level), and (d) correlations of TS PC1 (solid) and TS PC2 (dashed) with the PC1 of JAS SIC. JAS SIC PC

leads TS PCs in the correlations.
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show a wave-3 pattern. Because they represent only

a modest fraction of the variance, we focus on the first

two EOFs and the factors that influence these leading

patterns throughout this manuscript.

b. Factors contributing to the simulated SIC
variability

Variability in the timing of ice advance as well as the

leading SIC EOF dipole pattern suggests that there may

be regionally different processes contributing to the

seasonal ice concentration variability. For example, the

location of the minimum sea level pressure around

the Antarctic continent—the circumpolar trough (CPT)—

influences both meridional and zonal circulation. Obser-

vations suggest that the location of the sea ice edge with

respect to the CPT changes both seasonally and regionally,

and spatial and temporal variability in the CPT affects the

timing of the sea ice advance and retreat (e.g., Harangozo

2000; Stammerjohn et al. 2003; Simmonds et al. 2005).

ENSO-modulated teleconnections lead to anomalies in

SSTs, SLP, storm tracks, and intensities in the Southern

Hemisphere, particularly in the Pacific (e.g., White and

Peterson 1996; Peterson and White 1998; Yuan and

Martinson 2001; Liu et al. 2002; White and Simmonds

2006). These oceanic and atmospheric anomalies affect ice

area both dynamically and thermodynamically.

Ice area variations result from thermodynamic pro-

cesses, including melt and growth anomalies, and dy-

namic processes associated with anomalous ice transport

and ridging. The model computes and saves the ice area

tendency terms because of these processes at each grid

cell. More specifically, the sea ice model includes a

subgrid-scale ice thickness distribution (ITD; Thorndike

et al. 1975) with five ice categories governed by

›g

›t
5 2

›

›h
( fg) 1 L(g) 2 $ � (yg) 1 C(h, g, y), (1)

where h is the ice thickness, f is the rate of change of ice

thickness due to thermodynamic processes (melt and/or

growth), L(g) accounts for lateral melting, y is the two-

dimensional ice velocity, C is the redistribution func-

tion that accounts for ridging and rafting, and g is the

ice thickness distribution with g(h)dh defined as the

fractional area covered by ice of thickness h to h 1

dh, and Sg(h)dh, over the five ice categories equals the

total ice fraction within a grid cell (for more details see

Hunke and Lipscomb 2008). For the ice area tendency

computations, the thermodynamic tendency term includes

the first two terms on the rhs of Eq. (1) summed over the

ice categories, accounting for ice area changes resulting

from all melt/growth effects (including basal, surface, and

lateral melt/growth). The dynamic ice area tendency term

is the total of the last two terms on the rhs of Eq. (1)

summed over the ice categories and so includes ice ad-

vective and mechanical redistribution effects.

To investigate the relationship of these terms with the

leading winter ice variability, we compute area-weighted

averages of the dynamic and thermodynamic ice area

tendency variables for Pacific (1808–658E) and Atlantic

(658W–308E) regions corresponding to the maximum

leading order wintertime SIC EOF anomalies. These

regions are further constrained to areas where the var-

iability in SIC associated with the first EOF is greater

than 610%. We calculate correlation coefficients be-

tween the resulting monthly time series of thermody-

namic and dynamic ice area tendency terms and the

leading wintertime SIC PC (Fig. 10).

In the Pacific, positive ice concentration anomalies are

associated with the first winter SIC EOF. The sea ice

generally starts to advance into this region in April at

which time positive correlations of the thermodynamic

ice area tendency terms occur (Fig. 10a). This suggests

that increased net ice growth (growth melt) in the region

largely drives the wintertime SIC anomalies. Positive

but much smaller correlations of dynamically driven ice

area anomalies are also present in April suggesting that

enhanced ice transport into the region reinforces the

thermodynamic tendencies. These positive correlations

are consistent with an approximately 40-day-earlier ice

advance into the region (not shown) as diagnosed from

regression analysis. The positive ice area tendency term

correlations continue and reinforce the anomalous ice

concentration through the fall and into the winter. From

September through December, anomalously large ice

loss from the region through dynamic processes is in-

dicated by the negative correlations in Fig. 10a. This is

a response to the positive wintertime SIC anomaly that

allows enhanced transport from the region.

In the Atlantic sector, where negative SIC anomalies

are associated with the first wintertime EOF, the corre-

lation analysis (Fig. 10b) suggests that dynamically driven

ice area anomalies play a larger role in the ice variability

as compared to the anomalies in the Pacific. As the ice

advances in March and April, reduced transport of ice

into the region is indicated by the negative correlation

coefficients. This is initially compensated by less ice melt

(and positive thermodynamic tendency correlations)

presumably because less ice is present. However, by June,

the thermodynamic and dynamic tendency correlations

are both negative and of comparable size, suggesting that

enhanced ice melt ultimately contributes to the negative

winter sea ice variations. As for the Pacific, the ice area

tendency terms in the following spring and summer re-

spond to the leading mode associated sea ice conditions
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and positive correlations for both dynamic and thermo-

dynamic tendency terms result.

c. The influence of atmospheric coupling on sea ice
variability

As shown above, the Pacific SIC anomalies associated

with the leading mode of wintertime ice variability are

largely driven by thermodynamic processes, whereas the

Atlantic anomalies have a larger dynamically driven

component. This suggests that both variations in at-

mosphere heating and wind anomalies may be impor-

tant driving mechanisms. As such, here we examine

atmospheric modes of variability and their interactions

with the sea ice variations. Because observational and

previous modeling studies suggest important influences

of ENSO and SAM on Antarctic sea ice variability, we

focus on the relationships with these modes of variability.

We note that other aspects of Antarctic atmospheric

variability, such as the SAO and ENSO modulation of the

SAO, can also influence Antarctic sea ice (e.g., Enomoto

and Ohmura 1990; Simmonds 2003; Stammerjohn et al.

2003). For more information on the ENSO simulation

and extratropical modes of variability within CCSM4, see

Deser et al. (2012).

1) EL NIÑO–SOUTHERN OSCILLATION

The El Niño–Southern Oscillation (ENSO) is the

dominant mode of interannual climate variability on

a global scale. The Pacific–South America (PSA) cir-

culation pattern is the primary ENSO–South Pacific

teleconnection. This wave train results in positive sea

level pressure anomalies (with positive ENSO) over

the Bellingshausen Sea and leads to corresponding re-

ductions of the westerly winds, equatorward migration

of the storm tracks west of the tip of South America,

and increased/decreased poleward heat transport in the

South Pacific/South Atlantic (e.g., Mo 2000; Yuan 2004;

Fogt and Bromwich 2006; Moy et al. 2009). These

changes in atmospheric circulation set up anomalies in

both SST and ice fields (Yuan 2004; Stammerjohn et al.

2008).

To assess the effect of ENSO on Southern Ocean

conditions, a regression analysis was performed. Multi-

ple variables were regressed onto the monthly Niño-3.4

SST time series, which is a measure of ENSO variability

(Fig. 11c). As seen by this regression analysis (Fig. 11c),

anomalously high SLP in the Amundsen/Bellingshausen

Sea is associated with positive ENSO anomalies, sug-

gesting that CCSM4 is reasonably capturing the PSA

teleconnection. Ice concentration and surface tempera-

ture anomalies are also related to ENSO variability

exhibiting anomalies of opposite sign in the Atlantic and

Pacific basins. The extensive sea ice and anomalously

low TS in the Atlantic is consistent with both the dy-

namic and thermodynamic forcing associated with

ENSO-related meridional wind anomalies. In the Pacific

the maximum ENSO-related high surface temperature

anomalies lie in a region (1508–1208W) of anomalous

northerly winds. This is consistent with enhanced pole-

ward heat transport in the South Pacific. Low sea ice

anomalies are also present in this region and extend to

Drake Passage (where southerly wind anomalies are

present). This eastward extension of the sea ice anom-

alies is likely related to the transport of anomalous sea

ice conditions into this region. Regression maps of daily

FIG. 10. Lagged correlations between wintertime SIC PC1

and (top) Pacific and (bottom) Atlantic monthly ice area tenden-

cies. Negative lag means that the ice area tendency terms lead the

SIC PC1.
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ice advance/retreat on ENSO (Fig. 12) indicate that

modeled ENSO strongly influences the ice advance and ice

duration in agreement with observations (Stammerjohn

et al. 2008).

The ENSO-related sea ice and surface temperature

anomalies bear a very strong resemblance to the first

EOF of winter sea ice cover (Fig. 7) and indeed the time

series of the two are correlated at R 5 20.75 (DJF Niño-

3.4 at 0 lag). This explains the dominant 4-yr spectral

peak in the leading sea ice mode variability in that

ENSO has a dominant time period of 4 yr.

2) SOUTHERN ANNULAR MODE

SAM is the leading mode of atmospheric variability in

the Southern Hemisphere. There are different definitions

of SAM, and they give similar results; for this paper we

define SAM as the dominant empirical orthogonal func-

tion of sea level pressure south of 208S (to exclude trop-

ical variability). Positive SAM corresponds to negative

SLP anomalies at high latitudes, positive SLP anomalies

in midlatitudes, and strengthening of the westerly winds

(Thompson and Wallace 2000). The SAM SLP anomaly

is slightly asymmetric, with highest negative SLPs over

West Antarctica/Bellingshausen Sea and leads to corre-

sponding anomalies in meridional winds. Previous ob-

servational studies suggest that this asymmetry is in part

due to the interaction of SAM variability and ENSO

teleconnections in the South Pacific region (Fan 2007).

To assess the SAM–sea ice relationships in CCSM4,

a SAM index is computed from an EOF analysis of

FIG. 11. CCSM4 control run (a) annual SLP, (b) JAS SIC, and (c) annual TS regressed onto annual Niño-3.4;

(d) SAM power spectrum and (e) correlations with SIC (solid black), TS PC1 (gray) and Niño-3.4 (dashed); and

(f) annual SLP, (g) JAS SIC, and (h) annual TS regressed on annual SAM. Variables in regression plots have been

scaled to utilize the same contour color scale and are in units hPa 3 4 (SLP), % 3 0.1 (SIC), and 8C (TS).
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annual average SLP values. Comparisons of annual and

seasonal calculations of SAM indicate that the leading

SLP EOF is very similar in all seasons, with the highest

correlation found between annual SLP and wintertime

ice extent at zero lag (Fig. 11b). SAM accounts for 41%

of the variance in the control run annual SLP (the sec-

ond EOF, not shown, accounts for 13% of the variance).

The SLP anomalies associated with SAM are well

simulated compared to observations (Thompson and

Wallace 2000; Hall and Visbeck 2002; Yuan and Li 2008;

Fig. 11a). As with ENSO, the SAM variability projects

onto SLP anomalies in the Bellingshausen/Amundsen

Sea region but with an opposite sign. Not surprisingly,

this results in SAM-related sea ice and surface tem-

perature anomalies that are broadly similar (although

opposite in sign) to the anomalous surface conditions

associated with ENSO. As with ENSO, SAM variability

is highly correlated to the first EOF of wintertime SIC

(R 5 0.48).

Although the ENSO and SAM related sea ice varia-

tions are similar, some differences do exist. The re-

lationship to the timing of sea ice advance and retreat is

different between SAM and ENSO, with SAM having

a stronger relationship to the timing of ice retreat and

ENSO a stronger link to the timing of ice advance (Fig.

12). This may be related to different mechanisms forcing

the ENSO- and SAM-related sea ice variations or a dif-

ferent timing of the important linkages, but a further

investigation of these mechanisms is beyond the scope of

this study.

FIG. 12. Regressions of (a),(d) day of ice advance, (b),(e) day of ice retreat, and (c),(f) ice cover duration on (a)–(c) SAM and (d)–(f)

Niño-3.4 indices.
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5. Twentieth-century change

In the twentieth-century simulations, the Antarctic

(608–908S) surface temperature increases by about

1.28C, and the SIA decreases by about 10%–15% from

1900 to 2005 (Fig. 13). These changes have similar tim-

ing, being most pronounced from 1960 onward, paral-

leling the rise in globally and hemispherically averaged

temperatures and increasing external forcing of the cli-

mate system (e.g., Meehl et al. 2012). All of the en-

semble members exhibit statistically significant (at 95%

or higher confidence) increases in temperatures and

decreases in SIA over 1960–2005 (Table 1), and the time

series of surface temperature and sea ice area are anti-

correlated with each other.

Most, but not all, Antarctic temperature datasets ex-

hibit significant Antarctic-wide warming trends on the

order of 0.18C decade21 over the past 40–50 yr

(Schneider et al. 2011). The trend in GISTEMP (Table

1) is significant and well within the range of trends in

other datasets (Schneider et al. 2011). However, mod-

eled trends in individual members and the ensemble

mean are significantly greater (Table 1). For sea ice,

there is limited observational and proxy evidence that

sea ice extent in some sectors of the Antarctic in some

seasons was greater earlier in the twentieth century than

it is today (e.g., Rayner et al. 2003; Ackley et al. 2003;

Curran et al. 2003; Goosse et al. 2009; de la Mare 2009).

However, the information is sparse and the close asso-

ciation of Antarctic surface temperature and SIA sug-

gests that the model also overestimates the trends in

SIA.

The observed SAM index has increased significantly

since the 1960s (Marshall 2003). The trend is statistically

significant annually but is most pronounced in the aus-

tral summer (Marshall 2007). Both observations (e.g.,

Thompson and Solomon 2002; Marshall 2003; Schneider

et al. 2004; Marshall 2007) and our model results (Fig.

11) indicate that the positive phase of the SAM is as-

sociated with negative temperature anomalies over most

of the Antarctic continent, except in the Peninsula re-

gion. Given this relationship, the positive SAM trend

has been invoked as an explanation for the relatively

modest late twentieth-century rise in Antarctic tem-

peratures, especially in austral summer and autumn

(e.g., Thompson and Solomon 2002; Turner et al. 2005;

Schneider et al. 2011) and also as a cause of the increase

in Antarctic sea ice extent, notably in the Ross Sea

(Turner et al. 2009). Therefore, if the model under-

estimates the SAM trend, it may overestimate Antarctic

warming and sea ice loss. However, the CCSM4 results

do not support this assertion. The majority of ensemble

members do indeed indicate positive annual and austral

summer SAM trends over 1960–2005, statistically sig-

nificant in one ensemble member and in the ensemble

mean (Table 1). Comparing standardized time series,

the rates of the observed and simulated SAM trends are

statistically indistinguishable (Table 1 and Fig. 13). The

question of whether the late twentieth-century SAM

trend is exceptional compared to natural variability is

beyond the scope of this study, but given the large var-

iability evident in the time series of the SAM index, the

FIG. 13. Time series of annual anomalies of (top) Southern

Hemisphere sea ice area, (middle) surface temperature for 608–

908S, and (bottom) the SAM index. The sea ice area and surface

temperature time series are expressed as anomalies relative to the

1979–2005 mean for each CCSM4 ensemble member, ensemble

mean, or observational index individually. The observed SAM

index is from Marshall (2003) and was scaled to have the same

variance and mean as the ensemble mean SAM index. Two sea ice

area time series are shown, one is the sea ice index of NSIDC

(Fetterer et al. 2009) and the other is from the dataset of Hurrell

et al. (2008), marked H08 in the graph.

15 JULY 2012 L A N D R U M E T A L . 4831



modeled trend is clearly less exceptional than the sim-

ulated trends in sea ice area and surface temperature

(Fig. 13). Nonetheless, numerous modeling studies have

provided strong evidence that the positive SAM trend is

associated with stratospheric ozone depletion (e.g.,

Gillett and Thompson 2003; Shindell and Schmidt 2004;

Perlwitz et al. 2008) as well as greenhouse gas increases

(e.g., Arblaster and Meehl 2006; Cai and Cowan 2007).

The simulation of variability and trends in the SAM are

strengths of the CCSM4 and its component atmospheric

model, but this does not translate into sea ice and tem-

perature trends that are similar to observations.

Using the period 1979–2005 permits additional com-

parisons of model results and observational data. In

Fig. 14, zonally and monthly averaged changes (1996–2005

minus 1979–1987) in Antarctic sea ice area and tem-

perature are compared for observations and the CCSM4

twentieth-century simulation. The observed trends are

nuanced; cooling is evident in the first half of the calendar

year, strongest in April, while warming is evident in the late

austral winter and spring. On an annual basis, Antarctic-

averaged temperature trends are not statistically signifi-

cant for this time period (Table 2). Sea ice trends exhibit

a similar seasonality as the temperature trends; increased

sea ice trends are strongest in austral summer and autumn,

while decreased sea ice trends are strongest in winter in

spring. The observations also indicate that the 15% ice

concentration contour has moved equatorward in autumn

and poleward in late winter and early spring.

In contrast to the observed trends, the modeled

ensemble-mean temperature and SIC trends are consis-

tent throughout the year, showing sea ice loss and in-

creasing temperatures year-round. The greatest relative

changes in SIC occur near the northern ice edge, while

weaker changes occur near the continent. The maximum

temperature trends are collocated with the maximum

sea ice trends and are strongest from April to June, an

obvious difference in seasonality compared to the ob-

servations. The largest temperature trends appear to lag

the largest ice trends by about a month. For instance, the

largest fractional ice loss occurs at about 658S in March

while at the same latitude the largest temperature in-

crease occurs in April–May (Fig. 14). The temperature

increase moves northward with the annual expansion of

sea ice, an indication of coupling between the sea ice and

temperature trends.

The spatial patterns of annual temperature, SIC, and

SLP changes (1996–2005 minus 1979–1987) are com-

pared in Fig. 15 for observations, the ensemble mean, and

one ensemble member. The observations indicate pro-

nounced warming in the Peninsula region and modest

cooling trends in coastal East Antarctica from 1008E to

1808. Reductions in sea ice concentration of 30% or greater

have occurred in the Bellingshausen Sea, while increases in

SIC have occurred in the Ross Sea. A general drop in SLP

is evident over the Antarctic, with the largest change of

about 0.6 hPa near 708S, 1608W.

The ensemble mean trends, compared to observa-

tions, are rather zonally symmetric. Sea ice loss is not

concentrated in a particular longitudinal sector but in-

stead occurs near the ice edge, where the CCSM4’s

mean ice extent is too far north (e.g., Fig. 5). As in the

zonal mean case (Fig. 14), the largest temperature in-

creases are collocated with the largest reductions in SIC.

In the model, SLP also shows a general reduction over

the Antarctic, but the changes are weaker in magnitude

and more zonally symmetric than in nature. EOF anal-

ysis of SIC in the twentieth-century ensemble members

(not shown) reveals a first or second EOF that resembles

the ensemble mean pattern of change (Fig. 15). This

trend pattern is distinct from the first and second EOFs

of the control simulations discussed above, suggesting

that the predominant trend pattern does not project

onto SAM- or ENSO-related patterns of variability.

TABLE 1. Decadal trends and their 95% confidence intervals in annual sea ice area for the SH, annual surface air temperature (SAT) for

608–908S, and the annual and austral summer SAM indices for 1960–2005 simulated by each ensemble member (as numbered), the

ensemble mean (ENS) and observed (OBS). Boldface numbers indicate trends significant at the 95% level. The observed SAT is from the

GISTEMP analysis, the SAM index is from Marshall (2003), and the sea ice area is from the sea ice index of NSIDC (Fetterer et al. 2009).

The Marshall index was scaled to have same variance as ensemble mean.

Annual sea ice area

(106 km2 decade21)

Annual SAT

(8C decade21)

Annual SAM

(std dev decade21)

Summer SAM

(std dev decade21)

006 20.32 6 0.18 0.31 6 0.13 20.05 6 0.28 0.24 6 0.30

005 20.42 6 0.23 0.35 6 0.09 0.28 6 0.23 0.27 6 0.26

007 20.40 6 0.23 0.29 6 0.10 0.08 6 0.25 0.13 6 0.26

008 20.51 6 0.22 0.36 6 0.13 0.20 6 0.24 0.21 6 0.23

011 20.31 6 0.23 0.26 6 0.11 20.01 6 0.27 0.21 6 0.22

009 20.32 6 0.14 0.30 6 0.08 0.12 6 0.23 0.04 6 0.27

ENS 20.38 6 0.08 0.31 6 0.04 0.10 6 0.09 0.18 6 0.11

OBS N/A 0.10 6 0.08 0.11 6 0.09 0.13 6 0.12
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Results from a single ensemble member (member

006) compare more favorably to observations in that

both gains and losses in SIC, and increases and decreases

in temperatures, occur over the Antarctic (Fig. 15). As

a consequence of the asymmetries in SIC changes and

indicated in Table 2, the Antarctic-wide SIC trend in

members 006 and 011 are not statistically significant for

the 1979–2005 period, a result that is more similar to

observations than the predominant trends over the

longer time period (Fig. 13). While some studies have

found a statistically significant increase in Antarctic sea

ice extent and area (e.g., Cavalieri and Parkinson 2008;

Comiso and Nishio 2008), our analysis of the sea ice

index suggests that the trend in sea ice area for 1979–

2005 is not statistically significant (Table 2).

Table 2 suggests that there is not a relationship be-

tween the SAM trends and the modeled temperature

and SAT trends among the ensemble members. The

magnitudes of trends in SAT and SIA correspond to

each other in the expected sense, that is, more warming

is associated with greater reduction in SIA. However,

the modeled SAM trends since 1979 are insignificant

except for the ensemble mean in summer, and the

members with insignificant SIA trends, 006 and 011,

TABLE 2. As in Table 1, but for 1979–2005.

Annual sea ice area

(106 km2 decade21)

Annual SAT

(8C decade21)

Annual SAM

(std dev decade21)

Summer SAM

(std dev decade21)

006 20.06 6 0.21 0.14 6 0.20 20.18 6 0.56 20.08 6 0.56

005 20.67 6 0.37 0.42 6 0.20 0.39 6 0.59 0.50 6 0.53

007 20.66 6 0.22 0.46 6 0.21 0.18 6 0.86 0.34 6 0.65

008 20.66 6 0.37 0.40 6 0.26 0.58 6 0.60 0.31 6 0.55

011 20.31 6 0.95 0.26 6 0.20 20.08 6 0.55 0.24 6 0.59

009 20.47 6 0.29 0.37 6 0.19 0.19 6 0.48 0.36 6 0.80

ENS 20.47 6 0.10 0.34 6 0.07 0.18 6 0.28 0.28 6 0.23

OBS 0.10 6 0.12 0.00 6 0.20 0.23 6 0.23 0.22 6 0.21

FIG. 14. Zonally averaged changes in sea ice fraction and surface temperature, expressed as the difference of the

1996–2005 and 1979–1987 time averages. (left) Annual zonally averaged surface temperature change for observa-

tions, the CCSM4 ensemble mean, and each ensemble member (8C). (middle) Observed zonally averaged change by

month for sea ice fraction (colors) and temperature (contours, interval 5 0.38C, negative contours dashed). Also

shown is the mean latitude of the 15% ice fraction contour by month for the 1979–1987 time period (thick solid black

line) and the 1996–2005 time period (thick dashed black line). (right) As in the middle panel, but for CCSM4 en-

semble mean.
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display SAM trends close to zero. This result seems

counter to a commonly suggested explanation for in-

creased Antarctic sea ice extent: changes in dynamic

transport and equatorward Ekman currents resulting

from increased zonal wind stress over the Southern

Ocean (e.g., Hall and Visbeck 2002; Turner et al. 2009;

Sigmond and Fyfe 2010). The model successfully cap-

tures the expected increase in wind stress associated

with positive SAM (Fig. 16), but this mechanism alone

cannot explain the sea ice trends. Sigmond and Fyfe

(2010) found in experiments forced only with changes in

stratospheric ozone depletion that increased wind stress

and equatorward Ekman transport led to more ice

production in summer but the effects on sea ice extent

were counteracted by the ice edge meeting higher SSTs

that shifted poleward and by increased upwelling of

relatively warm circumpolar deepwater. Another ex-

planation for increased Antarctic sea ice extent is an

enhanced hydrological cycle (e.g., Liu and Curry 2010).

However, neither explanation accounts for the marked

regional contrasts in observed trends between the

Amundesen–Bellingshausen and Ross Seas. Different

mechanisms are likely needed to explain regionally

differing modeled trends at the level of an ensemble

member, such as 006.

Other evaluations of CCSM4 suggest possible expla-

nations for the Antarctic-wide sea ice decrease and sur-

face climate warming in the model ensemble mean. The

warming of the Southern Ocean (e.g., Weijer et al. 2012)

and of the global surface climate (Gent et al. 2011) are

larger than observed and are consistent with the lack of

representation in the CCSM4 of the indirect effects of

aerosols [see Gent et al. (2011) for more discussion]. As-

sociated with this excessive warming is a too large flux

of shortwave radiation into the ocean and weak latent

heat and sensible heat feedbacks acting on SST increases

(Bates et al. 2012). As a result of these biases, the net

downward longwave radiation increases more than

would be expected for increasing greenhouse gasses

and ozone alone (Bates et al. 2012). Wind-driven

changes in ocean circulation, such as those examined by

Sigmond and Fyfe (2010), may also contribute to the

simulated sea ice loss.

6. Conclusions

In contrast to the Arctic, where CCSM4 simulates

very realistic sea ice (Jahn et al. 2012), the simulated

Antarctic sea ice exhibits some major biases. The ice is

too extensive in all months ranging from about 10 to 23

million km2 over the annual cycle for the late twentieth-

century ensemble mean, compared to an observed sea-

sonal range of 3–19 million km2. This is associated with

FIG. 15. Maps of 1996–2005 minus 1979–1987 changes in sea ice

fraction (colors), sea level pressure (blue contours, interval 5

0.2 hPa, positive contours solid and negative contours dashed) and

surface temperature (black contours, interval 5 0.28C, positive

contours solid and negative contours dashed) for (top) observa-

tions, (middle) CCSM4 ensemble mean, and (bottom) an in-

dividual ensemble member.
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thick sea ice and a large meridional transport, with im-

plications for the sea ice mass budget and resulting

ocean buoyancy fluxes. One likely culprit for these bia-

ses is the anomalously strong winds in the Southern

Ocean, which contribute to enhanced equatorward Ek-

man transport of sea ice. Other factors of the coupled

simulations, including cold SST bias in the Southern

Ocean, also possibly contribute.

In spite of the biases in the mean sea ice cover, the

wintertime ice variability shows considerable fidelity to

observations. The leading mode of variability exhibits

a dipole structure with anomalies of opposite sign in the

Pacific and Atlantic and a significant 4-yr spectral peak.

This pattern is advected eastward over multiple years

with time scales consistent with the mean ocean cur-

rents. The anomalies reemerge over multiple years be-

cause of an imprint of the seasonal ice anomalies on the

surface ocean conditions, finally dissipating near the In-

dian Ocean sector. The aspects of the sea ice variability

bear considerable similarities to the Antarctic dipole and

Antarctic circumpolar wave variations identified in ob-

servations (e.g., White and Peterson 1996; Yuan and

Martinson 2000; Gloersen and White 2001).

The anomalies are driven by a combination of dy-

namic and thermodynamic changes in the ice cover. In

the Pacific, thermodynamic processes (less ice melt) in the

ice advance season play the dominant role in forcing the

positive ice anomalies. In the Atlantic, dynamic processes

(less ice transport into the region) establish the anomalies

and are then reinforced by ice melt variations. Both re-

gions are strongly influenced by atmospheric conditions

associated with ENSO and SAM, which both project onto

SLP variability in the Bellingshausen–Amundsen Sea re-

gion. The dipole-like ice anomalies are consistent with the

wind and atmospheric heat advection anomalies asso-

ciated with these SLP variations. Interestingly, ENSO

strongly correlates with the seasonal timing of ice advance

in the Pacific and Atlantic ice anomaly regions, whereas

SAM more strongly correlates with changes in the timing

of ice retreat. This suggests that different seasonal pro-

cesses are at work associated with ENSO and SAM. An

influence of SAM and ENSO on the timing of Antarctic

ice advance and retreat has also been seen in observations

(Stammerjohn et al. 2008).

Over the twentieth century, the ensemble mean sea

ice cover undergoes considerable reductions. The pre-

dominant pattern of sea ice change is roughly zonally

symmetric with the largest reductions in SIC located

near the sea ice edge and smallest reductions near the

continent. Maximum temperature increases are collo-

cated with the maximum changes in SIC. This pattern of

change is consistent through the latter half of the

twentieth century and not only for the 1979–2005 period

of overlap with observations. However, as discussed

FIG. 16. Plots of zonal mean zonal wind stress (N m22). Climatologies for the 1960–69 and

1996–2005 time periods are compared for (left) four ensemble members and the ensemble

mean of those members. (right) The differences of the two time periods are displayed.
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above, the SIC in the model exhibits considerable in-

terannual variability, and as a consequence the latter

twentieth-century trends in SIC are not always statisti-

cally significant for individual ensemble members. In the

model, the predominant patterns of ice loss and tem-

perature changes are distinct from the patterns of vari-

ability associated with SAM and ENSO. Observations

suggest a less clear separation between trend patterns

and patterns of variability, with combinations of per-

sistent ENSO and SAM phases partly explaining the

observed trends in Antarctic ice cover (Stammerjohn

et al. 2008). Such phasing is not captured in free-running

coupled model experiments, as phases of natural vari-

ability are not expected to coincide with those in nature.

The CCSM4 simulates realistic positive trends in the

SAM, and associated trends in zonal mean zonal wind

stress over the Southern Ocean. The effects on sea ice ex-

tent, however, are quite complex as discussed by Sigmond

and Fyfe (2010), who showed that even if a model simu-

lates SAM trends correctly, the sea ice can decrease be-

cause of factors other than Ekman transport. Whatever the

mechanisms associated with the response to SAM, it is

clear from our analysis that the Antarctic sea ice and air

temperature trends are closely aligned. We argue that

these trends likely reflect the stronger-than-observed

warming of the surface oceans both globally (Bates et al.

2012) and in the Southern Ocean (Weijer et al. 2012)

rather than the SAM.

CCSM4 biases in the mean Antarctic sea ice cover are

a concern and can influence the Southern Ocean phys-

ical and biogeochemical simulations and likely the sec-

ular sea ice changes simulated by the model. Future

model development efforts should address these Antarc-

tic sea ice biases. As our analysis suggests that they result

from coupled interactions (biases in winds, ice transport,

and likely other properties), improvements may be re-

quired across multiple model components in order to

improve the Antarctic sea ice simulation. In contrast, the

good model representation of Antarctic sea ice variability,

including the anomaly patterns and association to large-

scale climate modes of variability, suggests that the model

can be reliably used for some applications related to sea

ice variability and its associated impacts.
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