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Radar Support Form 
(Updated 12 June 2022)

Flight ID ____________________   Storm _____________________ 

HRD Radar Support (Aircraft/Ground) _____________________________ 

AOC Data Tech _____________________ 

Ground radar support is responsible for assisting aircraft radar support with preparing 
the HRD radar workstation for software execution and data transmission. Through various 
situational awareness tools, they are able to advise the aircraft on issues pertaining to the 
radar software, scripts, data transmission and instrument function. Chiefly, they are 
responsible for generating the analysis parameter jobfiles that initiate the aircraft radar 
software. Specific responsibilities are detailed in the Ground Radar Support Guide located in 
Google Drive (HRD/Hurricane Field Program/2022/Training/Radar).

*Pre-flight Notes.

Indicate any existing radar instrumentation issues, pre-flight radar repairs or other issues 
that might impact radar data collection or analyses. If none, then simply enter NONE below. 

*Pre-flight Setup with Aircraft Radar Support.

Preferably before the planeside briefing, establish Xchat communication with aircraft radar 
support on #radar. Check off the following tasks. 

Confirm any pre-flight issues noted above.

Confirm latest flight pattern.
Go through script execution. [Steps 1-8 (1-9) of P-3 (G-IV) Ground Radar Support Guide]
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*In-flight Setup with Aircraft Radar Support.

After radar recording has begun, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks. 

Verify proper TDR system function as described in Ground Radar Support Guide.

Indicate below any issues identified in #hrd-sweeps-status or any radar instrumentation 

issues evident in the radar displays. If none, then simply enter NONE below. 

*In-pattern Radar and Weather Event Log.

Indicate below any center fix info, radar down times or significant meteorological 
observations (e.g., center reformation) that might be helpful for interpreting radar analyses.

Time
(HHMMSS)

Event 
(Radar or Weather)
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*End-of-Flight Shutdown with Aircraft Radar Support.

Once the aircraft exits the system, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks.  

Go through “NEAR END OF FLIGHT” Steps 1-4 of Ground Radar Support Guide.

Highlight here anything that should be considered in Level 2 reprocessing (e.g., failed or 
deficient Level 1b analyses, additional data that could be analyzed, parameters that might need to 
be adjusted). Please be as specific as possible. If none, then simply enter NONE below.

Don't forget to upload a screenshot of flight track overlaid on satellite imagery from MTS as soon 
as the science portion of the flight is completed! If there is a flight LPS, they should do this.

Highlight here any radar data transmission issues. If none, then simply enter NONE below.


	Flight ID: 20220927N1
	Storm: Hurricane Ian
	HRD Radar Scientist AircraftGround: None/Reasor
	AOC Data Tech: Steven Paul
	that might impact radar data collection or analyses If none then simply write NONE below: Analysis files super slow uploading, and 2 analysis.tar files kept disappearing without showing up on the ground.  Who can figure?  SATCOM was also slow according to Gabe Defeo, the SSA on 20220926N2.
	issues evident in the radar displays If none then simply write NONE below: NONE
	Check Box1: Yes
	Check Box2: Yes
	Check Box3: Yes
	Check Box4: Yes
	Check Box5: Yes
	analysis issues: Could analyze a bit more before and after Analysis 1.
	transmission issues: 1st analysis done @ 0811Z1st EMC (in emclist): 0812Z 1st Analysis (in /tmp): 0819Z(comms outage after/during jobfile submission ... software started when comms resumed)2nd analysis done @ 1023Z1st EMC (in emclist): 1032Z 1st Analysis (in /tmp): 1027Z ... analysis.tar did not transmit (nor did jobfile)The above 2 missing files made it to the ground after intervention (see below) @ 1109Z<reasor_hrd> spaul49, n49_hrd Looks like we're having a similar issue to what they experienced of the last flight ... the  220927N1_0812_0930_analysis.tar file is not coming off the aircraft ... do you see it in the queue?<reasor_hrd> spaul49, n49_hrd We'll need to resend it ... if you don't ... requires a command on the HRD WS<reasor_hrd> spaul49, n49_hrd Also, do you see ian2_20220927N1_900000_jobfile.tar.gz in the queue<n49_hrd> reasor_hrd, my replies are delayed but coming<n49_hrd> i found those two files in the aamps_ingest/sendFiles directories<reasor_hrd> ok, if they're stuck, which I think they are, we'll need to resend n49_hrd <reasor_hrd> n49_hrd, on the hrdws could you run:  resendradar "_0812"<n49_hrd> reasor_hrd, do I just need to run the killjob ToGround to get it to resend?<reasor_hrd> n49_hrd, that might do it ... but let's try the above first<spaul49> reasor_hrd, standby<spaul49> reasor_hrd, the sendFiles/tdr directory is empty<reasor_hrd> ok, spaul49 so that means there's nothing in the queue?<n49_hrd> i found them but in a different directory<n49_hrd> i'm sure those messages are coming lol<reasor_hrd> n49_hrd, so our goal is somehow to get those two files I mentioned above into a place where they'll be sent... <n49_hrd> [sysop@elvis-0a0a8601 ~]$ resendradar "_0812"<n49_hrd> mv 220927N1_0812_0930_analysis.tar 220927N1_0812_0930_radials.so.gz *_0812*.w.gz /home/sysop/tdr<n49_hrd> mv: cannot stat '*_0812*.w.gz': No such file or directory<n49_hrd> ----------  Resent for 20220927N1<reasor_hrd> ok, I need to digest that output...<spaul49> i fount ian2_20220927N1_900000_jobfile.tar.gz in the aamps_ingest/sendFiles/20220927N1/ directory<n49_hrd> ok, looks like that command moved the file to the /sendFiles/tdr directory<reasor_hrd> spaul49, one sec ... I'm seeing action on the ground <spaul49> correction: i found 20220927N1_0812_0930_analysis.tar in the aamps_ingest/sendFiles/20220927N1/ directory<reasor_hrd> spaul49, n49_hrd It worked!<n49_hrd> those are still my old messages from R3 lol<reasor_hrd> I've got everything now. Thanks so much! <reasor_hrd> haha<spaul49> I found ian2_20220927N1_900000_jobfile.tar.gz in the /aamps_ingest/sendFiles/TDRjob/ directory<reasor_hrd> tell your past self that all is well now , spaul49 n49_hrd ;-)<n49_hrd> ok, did that get the ian2 jobfile as well?<reasor_hrd> yes, n49_hrd <n49_hrd> haha, that was annoying<n49_hrd> very hard to troubleshoot with a delay in comms<n49_hrd> were those the last two files you needed reasor_hrd ?<reasor_hrd> n49_hrd, spaul49 So can you detail what you did to get those 2 files off the aircraft ... want to detail it in my notes for future reference<reasor_hrd> (yes, those were the last two)<n49_hrd> ok great<n49_hrd> let me know when you want to run the final commands<n49_hrd> (i just compared time stamps... it took 17 min for those messages to send)
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