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Radar Support Form 
(Updated 12 June 2022)

Flight ID ____________________   Storm _____________________ 

HRD Radar Support (Aircraft/Ground) _____________________________ 

AOC Data Tech _____________________ 

Ground radar support is responsible for assisting aircraft radar support with preparing 
the HRD radar workstation for software execution and data transmission. Through various 
situational awareness tools, they are able to advise the aircraft on issues pertaining to the 
radar software, scripts, data transmission and instrument function. Chiefly, they are 
responsible for generating the analysis parameter jobfiles that initiate the aircraft radar 
software. Specific responsibilities are detailed in the Ground Radar Support Guide located in 
Google Drive (HRD/Hurricane Field Program/2022/Training/Radar).

*Pre-flight Notes.

Indicate any existing radar instrumentation issues, pre-flight radar repairs or other issues 
that might impact radar data collection or analyses. If none, then simply enter NONE below. 

*Pre-flight Setup with Aircraft Radar Support.

Preferably before the planeside briefing, establish Xchat communication with aircraft radar 
support on #radar. Check off the following tasks. 

Confirm any pre-flight issues noted above.

Confirm latest flight pattern.
Go through script execution. [Steps 1-8 (1-9) of P-3 (G-IV) Ground Radar Support Guide]
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*In-flight Setup with Aircraft Radar Support.

After radar recording has begun, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks. 

Verify proper TDR system function as described in Ground Radar Support Guide.

Indicate below any issues identified in #hrd-sweeps-status or any radar instrumentation 

issues evident in the radar displays. If none, then simply enter NONE below. 

*In-pattern Radar and Weather Event Log.

Indicate below any center fix info, radar down times or significant meteorological 
observations (e.g., center reformation) that might be helpful for interpreting radar analyses.

Time
(HHMMSS)

Event 
(Radar or Weather)
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*End-of-Flight Shutdown with Aircraft Radar Support.

Once the aircraft exits the system, reestablish Xchat communication with aircraft radar support

on #radar. Check off the following tasks.  

Go through “NEAR END OF FLIGHT” Steps 1-4 of Ground Radar Support Guide.

Highlight here anything that should be considered in Level 2 reprocessing (e.g., failed or 
deficient Level 1b analyses, additional data that could be analyzed, parameters that might need to 
be adjusted). Please be as specific as possible. If none, then simply enter NONE below.

Don't forget to upload a screenshot of flight track overlaid on satellite imagery from MTS as soon 
as the science portion of the flight is completed! If there is a flight LPS, they should do this.

Highlight here any radar data transmission issues. If none, then simply enter NONE below.


	Flight ID: 20220926N1
	Storm: TS Ian
	HRD Radar Scientist AircraftGround: None/Reasor
	AOC Data Tech: Steven Paul
	that might impact radar data collection or analyses If none then simply write NONE below: None known.  Radar worked really well on previous flight, although, Gabe Defeo was watching it and resetting it as needed.  Gabe described it as “a couple of glitches in the master system”.
	issues evident in the radar displays If none then simply write NONE below: NONE
	Check Box1: Yes
	Check Box2: Yes
	Check Box3: Yes
	Check Box4: Yes
	Check Box5: Yes
	analysis issues: I jumped on 3 h after t/o thinking I could just quickly run jobs on old data, but problems abounded during this flight:1) 1st jobfile did not show up on HRD WS. Tried restarting radarsync. Then called MACC. MikeM got on. At the same time SPaul confirmed:<spaul49> I see ian1_20220926N1_065451_jobfile.tar.gz in my heartbeat, but I don't know what that means<reasor_hrd> yep, spaul49 that's the oneSo the jobfile had been transmitted, but it did not get to the HRD WS. After some discussion, and a suggestion to run "syncFilesFromGround.py" on netman, we ultimately decided to restart netman. That indeed initiated the software execution on the HRD WS.And then there were transmission issues (see below).Ultimately, I was able to get that first analysis transmitted. I skipped the second analysis in an effort to get the inner circ data analyzed. There was no time to send the 2nd or 4th jobfiles. These will need to be analyzed for Level 2.
	transmission issues: For the first analysis, had to do the below. Second analysis transmitted fine.<reasor_hrd> n49_hrd, spaul49 Do yo know about the "killjob ToGround" command on netman? I may need you to run it. It was a trick we learned from Gabe to get the TDR files moving. I'll let you know.<n49_hrd> reasor_hrd, I recall seeing it, but have never run it<n49_hrd> reasor_hrd, TDR shut down<reasor_hrd> copy, n49_hrd <reasor_hrd> n49_hrd, <reasor_hrd> Gabe_49 ok, Ill see what i can do about moving them along<reasor_hrd> [16:20]  * Joe_Cell (Joe_Cell@87FBD051.2CB295A8.EE4BC50F.IP) has joined #radar<reasor_hrd> [16:21]  Gamache-Home Thanks Gabe_49 <reasor_hrd> [16:26]  Gamache-Home Gabe_49, Just saw my first analysis file show up<reasor_hrd> [16:27]  TDR_49 ahh good, I just restarted a process <reasor_hrd> [16:27]  Gamache-Home Thanks TDR_49. Can you say what that is for future reference?  On netman?<reasor_hrd> [16:29]  TDR_49 I killed the syncFilesToGround process, with "killjob ToGround" command<reasor_hrd> That's what we had to do on the last flight ... I'm seeing the .dat files on the ground, but not the TDR products. You feel comfortable trying that?<reasor_hrd> n49_hrd, <n49_hrd> ok, so run "killjob ToGround" on the hrdws terminal?<reasor_hrd> n49_hrd, no, I believe that's on netman<n49_hrd> ok<reasor_hrd> go ahead and try that<n49_hrd> done* kerri_e (nodebot@Clk-88E5BFF7.arc.nasa.gov) has joined<reasor_hrd> thanks, n49_hrd <reasor_hrd> I don't know if there's anything else Gabe had to do, but that's what he told John Gamache that he did<reasor_hrd> n49_hrd, that worked!
	Text1: 0531Z
	Text2: 0619Z
	Text3: 
	Text4: 
	Text5: 
	Text6: 0654Z
	Text7: 0724Z
	Text8: 0858Z
	Text9: 1000Z
	Text10: 
	Text11: 
	Text12: 
	Text13: 
	Text14: 1021Z
	Text15: 
	Text16: 
	Text17: Takeoff
	Text18: TDR up
	Text19: 
	Text20: NHC 5AM est center: 18.2,82 (Motion: 320 at 11 kt -> 325 at 12 kt)
	Text21: 
	Text22: Analysis 1: Upper half of E outer circ (center on analysis) 19.71,79.95
	Text23: Analysis 2: Lower half of E outer circ (center on analysis) 16.29,79.06  -- Not sent (see notes)
	Text24: Analysis 3: Inner circ (center NHC 5AM center estimate) 18.2,82
	Text25: Analysis 4: Upper-left part of pattern (center on analysis) 19.33,84  -- Not sent (see notes)
	Text26: 
	Text27: Upper half of circ was very close to the center! 
	Text28: Very good look at eyewall structure. Nice real-time graphics.
	Text29: 
	Text30: TDR down
	Text31: 
	Text32: 


