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ABSTRACT

The latitudinal structure of annual equatorial Rossby waves in the tropical Pacific Ocean based on sea surface height (SSH) and thermocline depth observations is equatorially asymmetric, which differs from the structure of the linear waves of classical theory that are often presumed to dominate the variability. The nature of this asymmetry is such that the northern SSH maximum (along 5.5°N) is roughly 2 times that of the southern maximum (along 6.5°S). In addition, the observed westward phase speeds are roughly 0.5 times the predicted speed of 90 cm s⁻¹ and are also asymmetric with the northern phase speeds, about 25% faster than the southern phase speeds. One hypothesized mechanism for the observed annual equatorial Rossby wave amplitude asymmetry is modification of the meridional structure by the asymmetric meridional shears associated with the equatorial current system. Another hypothesis is the asymmetry of the annually varying wind forcing, which is stronger north of the equator. A reduced-gravity, nonlinear, β-plane model with rectangular basin geometry forced by idealized Quick Scatterometer (QuikSCAT) wind stress is used to test these two mechanisms. The model with an asymmetric background mean current system perturbed with symmetric annually varying winds consistently produces asymmetric Rossby waves with a northern maximum (4.7°N) that is 1.6 times the southern maximum (5.2°S) and westward phase speeds of approximately 53 ± 13 cm s⁻¹ along both latitudes. Simulations with a symmetric background mean current system perturbed by asymmetric annually varying winds fail to produce the observed Rossby wave structure unless the perturbation winds become strong enough for nonlinear interactions to produce asymmetry in the background mean current system. The observed latitudinal asymmetry of the phase speed is found to be critically dependent on the inclusion of realistic coastline boundaries.

1. Introduction

Sea surface height (SSH) and thermocline depth observations of equatorial Rossby waves in the Pacific Ocean consistently show asymmetric latitudinal structure in the equatorial waveguide (Chelton et al. 2003 and references therein). It is often presumed that the vertical mode-1, meridional mode-1 Rossby waves of classical theory in which zero background mean flow is assumed (Matsumo 1966; Moore 1968; Moore and Philander 1977) dominate the seasonal to interannual variability in the tropical Pacific. The observed equatorial Rossby wave structure, however, differs from the symmetric structure of the baroclinic, meridional mode-1 Rossby waves. Baroclinic gravity wave speeds c₁ based on hydrographic data (e.g., Eriksen et al. 1983; Chelton et al. 1998) in the equatorial Pacific range from 2.3 m s⁻¹ near the Galapagos Islands to 3.0 m s⁻¹ near the date line (Eriksen et al. 1983) and the western boundary currents (Chelton et al. 1998). Given a characteristic c₁ of about 2.6 m s⁻¹, the first meridional mode for SSH has symmetric local maxima along 3.7°N and 3.7°S and a local minimum along the equator (solid line, Fig. 1). The observed maxima, however, are located along higher latitudes than this and are asymmetric with larger amplitude north of the equator. Classical theory also predicts a phase speed of 90 cm s⁻¹, whereas the estimated phase speeds from observations are 30%–50% slower. The primary objective of this paper is to simulate the latitudinal structure of equatorial Rossby waves in the Pacific Ocean with a series of numerical experiments designed to investigate the mechanism for the mismatch between the observed and theoretical structure. We also investigate some aspects of the discrepancies between the observed and theoretical phase speeds.

The asymmetric latitudinal structure of equatorial Rossby waves has been documented from subsurface thermal data (Meyers 1979; Lukas and Firing 1985; Kessler 1990; Kessler and McCreary 1993; Yu and McPhaden 1999) and from altimeter data (Delcroix et al. 1991; Fu et al. 1991; Delcroix et al. 1994; Susanto et
al. 1998). The most recent analysis by Chelton et al. (2003) from 8.5 yr of Ocean Topography Experiment (TOPEX)/Poseidon measurements of SSH provides a thorough description of the latitudinally asymmetric structure of broadbanded Rossby waves. The observed local maxima along 5.5°N are roughly 2 times those along 5.5°S. The same asymmetry is observed when the annual cycle amplitude and phase are isolated during August 1999–July 2001 in the TOPEX/Poseidon dataset (Fig. 2). This asymmetric latitudinal structure is maintained over much of the Pacific basin, with only small zonal variations (upper-left panel, Fig. 2). The northern maximum along 5.5°N as determined by a zonal average between 170° and 240°E is 1.8 times the southern maximum along 6.5°S (upper-right panel, Fig. 2) and the estimated westward phase speeds of annual Rossby waves along these latitudes are 55.0 ± 14.2 and 43.3 ± 6.8 cm s⁻¹, respectively (see section 2c for methodology). Within the uncertainties of these estimates, these phase speeds of annual variability are consistent with the latitudinally asymmetric phase speed estimates obtained by Chelton et al. (2003) from broadbanded variability.

Various hypotheses have been put forth to explain the observed equatorial asymmetry, including superposition of meridional Rossby wave modes, asymmetries in the time-varying wind forcing, and asymmetries in the background mean currents (cf. section 2 of Chelton et al. 2003). Since each meridional mode has a corresponding phase speed that is inversely proportional to the mode number, it is unlikely that a superposition of more than one meridional mode could produce the observed asymmetric latitudinal structure across the large zonal distance over which it is observed. A modeling study by Kessler and McCreary (1993) suggests that asymmetric time-varying wind forcing of a linear model with zero mean background currents also cannot produce latitudinally asymmetric Rossby waves.

From consideration of the eigensolutions of a simple 1.5-layer, unforced equatorial β-plane model linearized about a symmetric Equatorial Undercurrent (EUC), Philander (1979) showed that the Rossby wave maxima shift to higher latitudes, but the influence of the complete equatorial current system (ECS) on the structure of the waves was not analyzed in that study. Chelton et al. (2003) linearized the same model about the observed mean currents along seven longitudes in the Pacific and concluded that meridional shears in the background currents and associated modification of the meridional potential vorticity gradient are sufficient to generate asymmetric Rossby wave amplitudes (dashed line, Fig. 1) and reduce the westward phase speeds by 20% (71 cm s⁻¹). The slower westward phase speeds in the presence of equatorially asymmetric background shear had previously been documented from eigensolutions for an idealized mean ECS by Chang and Philander (1989) and Zheng et al. (1994). The effects of the background shear on the latitudinal structure of the eigenfunctions were not considered in these earlier studies.

In this study, we investigate numerically the importance of wind forcing and background currents in explaining the observed equatorial Rossby wave asymmetry. In section 2, the numerical model, wind forcing, and methodology of the hypothesis tests are detailed. A benchmark model run is compared with available satellite altimetry data in section 3. We perform a series of model runs detailed in sections 4 and 5 to investigate whether the observed asymmetry of the Rossby waves is due to asymmetry of the background mean currents or to asymmetry of the time-varying wind forcing. Since the background mean flow of the ECS is created by the asymmetric mean forcing of the northeast and southeast trades, it is a challenge to distinguish between these two hypotheses. For the present discussion, we evaluate whether either source is individually sufficient to generate the observed Rossby wave asymmetry. In section 4, the Rossby waves forced by symmetric annual cycle perturbation winds are analyzed in the presence of asymmetric mean currents set up by steady, asymmetric wind forcing. Conversely, section 5 analyzes the structure of Rossby waves forced by asymmetric annual cycle perturbation winds in the presence of symmetric currents set up by steady, symmetric wind forcing. By changing the magnitude of the perturbation winds relative to the background mean winds, we test the linearity of the system response and possible scales at which the perturbation begins to alter the background mean currents significantly. To quantify the subsurface effects of asymmetric currents on the Rossby waves, vertical structure and the modal decompositions of the model zonal velocity are also analyzed in section 4. The results
of the numerical experiments and conclusions from the hypothesis tests are summarized in section 6.

2. The model as a hypothesis tester

a. Gent–Cane model

The Gent and Cane (1989) reduced-gravity, nonlinear, β-plane model (hereinafter the Gent–Cane model) and its evolution over the past two decades have been extensively documented. The model in this study is similar to the version detailed in Chen et al. (1994a,b) with the inclusion of salinity, which was found to be important to tropical ocean dynamics and thermodynamics (Murtugudde and Busalacchi 1998). This model has demonstrated its ability to reproduce the annual cycle of SST, mixed layer depth, thermocline depth, and zonal currents at the Tropical Atmosphere–Ocean (TAO) moorings along 110°W (Kessler et al. 1998; Hackert et al. 2001). It has been used to evaluate wind stress products as forcing fields (Hackert et al. 2001) where NZ = 20, T_{bottom} = 6°C, and S_{bottom} = 35 psu for tropical Pacific simulations. Along the equator, the simulated variability above the thermocline (the thermocline mean depth ranged from approximately 150 m at 140°E to 50 m at 95°W) is not notably stronger than TAO (Hackert et al. 2001).

The dynamic variables of the model are zonal velocity, meridional velocity, layer thickness, salinity, and temperature (u, v, h, S, T). At each hourly time step, these fields are calculated at 80 × 60 horizontal grid points, 3810 of which are ocean grid points when Pacific basin coastlines are included. The stretched horizontal grid has highest meridional resolution (0.6°) in the equatorial waveguide and gradually stretches to 3.3° at 30° latitude. The highest zonal resolution (0.8°) is located at the eastern and western boundaries with 2.4° resolution in the model interior. A hybrid mixing scheme designed by Chen et al. (1994a), which defines the dynamics of the surface mixed layer and allows for entrainment or detrainment between the layers, com-
Table 1. Parameter choices for different numerical experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Benchmark</th>
<th>Hypothesis 1</th>
<th>Hypothesis 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background wind</td>
<td>($\Psi$, $\Psi$)</td>
<td>AS$^a$ ($\Psi$, 0)</td>
<td>SS$^b$ ($\Psi$, 0)</td>
</tr>
<tr>
<td>Perturbation wind</td>
<td>Seasonal cycle, asymmetric $\epsilon = 1$</td>
<td>Annual cycle, symmetric $0.01 \leq \epsilon \leq 0.10$</td>
<td>Annual cycle, asymmetric $0.01 \leq \epsilon \leq 0.10$</td>
</tr>
<tr>
<td>Surface heat flux</td>
<td>Seasonal cycle</td>
<td>AS$^a$</td>
<td>SS$^b$</td>
</tr>
<tr>
<td>Relaxation to Levitus</td>
<td>Seasonal cycle</td>
<td>AS$^a$</td>
<td>SS$^b$</td>
</tr>
<tr>
<td>Coastlines</td>
<td>Included$^c$</td>
<td>Rectangular basin</td>
<td>Rectangular basin</td>
</tr>
</tbody>
</table>

$^a$ AS indicates asymmetric, smoothed, mean fields [e.g., (1) in section 4].
$^b$ SS indicates symmetric, smoothed, mean fields [e.g., (5) in section 5].
$^c$ See Fig. 5 for the coastline representation on the model grid between 15°S and 15°N.

b. Wind forcing and background mean currents

1) QUIKSCAT WIND FORCING

The SeaWinds scatterometer aboard the Quick Scatterometer (QUIKSCAT) satellite was launched 19 June 1999 (Freilich et al. 1994). The two years beginning in August 1999 are of particular interest in this study because they include the most recent La Niña event. La Niña conditions are characterized by anomalously strong trade winds and strong wind stress divergence and curl over the northern front of the equatorial Pacific cold tongue (Chelton et al. 2001), amplifying latitudinal asymmetries in the climatological average wind field and in the ECS.

For this study, QUIKSCAT monthly mean wind stresses from August 1999 to July 2001 are binned onto a $1^\circ \times 1^\circ$ grid. The wind stresses are smoothed zonally using a one-dimensional “loess” smoother (Schlax and Chelton 1992) with a half span of $10^\circ$ longitude, which corresponds to a $5^\circ$ longitude block average. QUIKSCAT wind stress resolves the well-known features in the tropical wind field, including the northeast and southeast trade winds and the wind jets through gaps in the Sierra Madre (upper-left panel of Fig. 3). There is high variability over the intertropical convergence zone (ITCZ) near New Guinea and in the western Pacific between 15° and 30°N (upper-right panel, Fig. 3). QUIKSCAT winds capture an intense zonal band of divergence over the northern front of the cold tongue (lower-left panel, Fig. 3). This enhanced divergence near the equator is thought to be an important driver for equatorial upwelling (de Szoeke and Chelton 2005, unpublished manuscript). There is also positive wind stress curl just north of the equator (lower-right panel, Fig. 3), which is present in scatterometer wind products such as European Remote Sensing Satellite ERS-I and QUIKSCAT but is weak or absent in coarser-resolution wind products such as the ones developed by The Florida State University (FSU), the National Centers for Environmental Prediction (NCEP), and the European Centre for Medium-Range Weather Forecasts (ECMWF; Kessler et al. 2003; Chelton 2005).

To force the benchmark model run summarized in section 3, we fit these wind stresses to an annual cycle and three higher harmonics to generate a “seasonal cycle” during La Niña conditions. This seasonal cycle differs from that which would be obtained from a longer data record. The La Niña conditions during the first 2 years of the QUIKSCAT mission are advantageous for the present purposes because of the amplified asymmetry in the background wind forcing that is believed to play an essential role in the asymmetry of equatorial Rossby waves.

2) BACKGROUND MEAN CURRENTS

The observed meridional structure of the mean (years 1985–2000) ECS along 140°W estimated from ADCP/CTD transects by Johnson et al. (2002) is shown in the upper-left panel of Fig. 4. There is an equatorial asymmetry in the meridional shear due to the eastward-flowing North Equatorial Countercurrent (NECC) adjacent to the westward-flowing northern branch of the South Equatorial Current (SECN).

The benchmark run with realistic coastlines and forced with the QUIKSCAT seasonal cycle winds (section 3) reproduces the salient features of the mean EUC and the mean NECC–SECN shear (upper-right panel, Fig. 4). The model NECC and SEC are somewhat weak, however, and the SEC is lacking in detail. Forcing the model with the spatially varying, 2-yr mean
QuikSCAT wind stress (upper-left panel, Fig. 3) produces a mean NECC-SECN structure that appears similar to observations (lower-left panel, Fig. 4). The model mean EUC partially surfaces, however, and alters the sign of the simulated mixed layer currents at 141°W, producing larger meridional shears near the equator. This partial surfacing of the EUC is due to the lack of vertical shear within the surface mixed layer of the Gent–Cane model (Chen et al. 1994a). The background mean wind stress applied in the experiments.

![Figure 3](image)

**Fig. 3.** (top left) Mean, (top right) kinetic energy of the variance, (bottom left) divergence, and (bottom right) curl of QuikSCAT wind stress during Aug 1999–Jul 2001.

![Figure 4](image)

**Fig. 4.** (top left) ADCP mean zonal currents at 140°W from Johnson et al. (2002). Model background mean zonal currents at 141°W resulting from forcing with (top right) seasonal cycle QuikSCAT wind stress, (bottom left) QuikSCAT 2-yr mean wind stress, and (bottom right) QuikSCAT 2-yr mean wind stress modified to a rectangular basin. Contour interval is 10 cm s⁻¹.
The errors associated with the phase speeds for smaller overlapping segments (30° zonal segments every 5° of longitude within the longitudinal range of the original straight line fit) and taking the standard deviation as the error bounds (Table 2).

### 3. Benchmark run

The Gent–Cane model forced with the seasonal cycle QuikSCAT winds computed from 2 years of QuikSCAT [section 2b(1)] is able to simulate the salient features of the observed equatorial asymmetry with annual SSH amplitudes along 5.2°N more than 2 times those along 5.2°S (Fig. 5). East of 250°W along 5° and 10°N, there are patches of high SSH variability in both the TOPEX/Poseidon data and the benchmark run (Figs. 2 and 5, respectively), apparently due to local Ekman pumping in the lee of the Sierra Madre (Ducet et al. 2000; Kelly and Thompson 2002). While very similar in geographical structure, the model northern maximum is 25% weaker than the TOPEX/Poseidon maximum. In the central Pacific, a stronger latitudinal asymmetry is present in the benchmark run because of a weaker southern SSH maximum (Fig. 5). Simple kinematic arguments show that meridional shear in the mean zonal currents alters the meridional gradient of potential vorticity that sets up the amplitude of the Rossby waves. We find that the maxima in SSH amplitude are collocated with maxima in the meridional gradient of potential vorticity. The overall weaker southern maximum therefore results from the weaker meridional shear in the benchmark SEC in the central Pacific (upper-right panel of Fig. 4). Note that the combination of asymmetries in the mean and time-varying wind forcing used in the benchmark run may amplify the Rossby wave asymmetry in a way not readily explained by these simple kinematic arguments. The Rossby wave phase speeds along 5.2°N/S are similar to

<table>
<thead>
<tr>
<th>Description</th>
<th>Lat (°S)</th>
<th>( c_p ) (cm s(^{-1}))</th>
<th>Lat (°N)</th>
<th>( c_p ) (cm s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical theory (( m = 1, n = 1 ))</td>
<td>3.7</td>
<td>90</td>
<td>3.7</td>
<td>90</td>
</tr>
<tr>
<td>Shear-modified theory (( m = 1, n = 1 ))</td>
<td>5.5</td>
<td>71</td>
<td>5.5</td>
<td>71</td>
</tr>
<tr>
<td>Broadband signal TOPEX/Poseidon*</td>
<td>5.5</td>
<td>48 ± 10</td>
<td>5.5</td>
<td>60 ± 15</td>
</tr>
<tr>
<td>Annual signal TOPEX/Poseidon</td>
<td>6.5</td>
<td>43.3 ± 6.8</td>
<td>5.5</td>
<td>55.0 ± 14.2</td>
</tr>
<tr>
<td>Benchmark Gent–Cane run</td>
<td>5.2</td>
<td>48.9 ± 3.4</td>
<td>5.2</td>
<td>55.4 ± 2.3</td>
</tr>
</tbody>
</table>

Hypothesis 1:
- \( e = 0.02 \):
  - 5.2  53.4 ± 13.3  4.7  52.9 ± 13.3
- \( e = 0.10 \):
  - 5.2  51.8 ± 4.4  4.7  53.1 ± 12.7

Hypothesis 2:
- \( e = 0.02 \):
  - 7.0  35.5 ± 6.0  6.4  39.4 ± 8.6
- \( e = 0.10 \):
  - 5.8  42.3 ± 9.5  5.2  45.0 ± 17.5

* Values from Chelton et al. (2003).
those estimated from observations with faster speeds in the north than in the south (55.4 ± 2.3 cm s⁻¹ as compared with 48.9 ± 3.4 cm s⁻¹).

Depth-averaged (layers 4–7) zonal and meridional velocity annual amplitude (not shown) are in qualitative agreement with the geostrophic velocities estimated from altimeter measurements (Delcroix et al. 1994; Chelton et al. 2003). Layers 4–7 are chosen because they capture the modal structure in a more computationally stable fashion. The first empirical orthogonal functions (EOFs) for sea surface height and depth-averaged zonal and meridional velocity are plotted along six meridional transects as the thick solid lines in Fig. 6. The SSH EOF structures agree well with the first SSH EOFs from TOPEX/Poseidon data (thin solid lines) and the eigensolutions from 1.5-layer shear-modified theory (dashed lines) reproduced from Figs. 24 and 26 in Chelton et al. (2003). Although the simulated southern maximum is somewhat weak in the central Pacific in comparison with the observed and theoretical maxima, there is good agreement west of the date line. The structures of the zonal velocity EOF 1 also compare well to the observed and theoretical structures with the maximum shifted north of the equator by 1° to 2°. The meridional velocity comparisons are less clear, probably because the meridional velocity is so weak (generally <3 cm s⁻¹; see Fig. 13 of Chelton et al. 2003) and therefore difficult to isolate from noise. The locations of the northern maximum (near 4°N) and southern minimum (near 2°S) differ among the model, observations, and theory. The model meridional velocity has structure near the equator that cannot be validated with altimeter-based estimates as geostrophy fails near the equator. Except for the westernmost section, however, the latitudinal structure of meridional velocity near the equator in the model is quite similar to the eigensolutions of the 1.5-layer shear-modified theory.

Hydrographic observations in the tropical Pacific have found evidence of vertical Rossby wave propagation (Lukas and Firing 1985; Kessler and McCreary 1993). This raises the question of the suitability of the Gent–Cane model for Rossby wave process studies in the Tropics. The lack of downward energy flux associated with vertically propagating baroclinic Rossby waves [as in the modeling study of Dewitte and Reverdin (2000)] might be expected to trap energy in the upper ocean of the Gent–Cane model and produce anomalously large signals in the western Pacific. Neither is found to be the case here. Kessler and McCreary (1993) argued that resolving the low-frequency variations of the thermocline is sufficient to predict the subthermocline response to the wind forcing and that the vertical propagation they observed can be modeled with only a few baroclinic modes. The Gent–Cane...
Fig. 6. First EOF of (left) SSH and depth-averaged (layers 4–7) (center) zonal and (right) meridional velocity along model transects nearest to (from top to bottom) 125°W, 140°W, 155°W, 170°W, 180°, and 165°E. The thick solid lines are EOF amplitudes computed from the benchmark run. TOPEX/Poseidon EOF amplitudes (thin solid lines) and the shear-modified theory eigensolutions (dashed lines) are from Chelton et al.’s (2003) Figs. 24 and 26.
model, which resolves the low-frequency variations of the thermocline (Hackert et al. 2001), reproduces the observed asymmetry of equatorial Rossby wave amplitudes and phase speeds in the benchmark run with acceptable realism. We therefore conclude that the Gent–Cane model is appropriate for testing hypotheses for the asymmetry of equatorial Rossby waves.

4. Hypothesis 1: Asymmetric background zonal currents

In the first set of experiments, we spun up the model with steady, equatorially asymmetric winds (a modification of the QuikSCAT 2-yr mean shown in Fig. 3) to obtain an asymmetric background mean ECS in a rectangular basin (lower-right panel, Fig. 4). The goal is to generate a latitudinally asymmetric mean circulation that possesses the general features of the Pacific Ocean (e.g., an equatorial Pacific cold tongue, warm pool, and NECC–SECN shear) without introducing boundary-induced asymmetry through coastline geometry.

The background meridional winds are set to zero everywhere for this set of experiments. Numerical experiments (not shown here) with nonzero mean meridional winds demonstrated that they do not significantly alter the symmetry of the eigensolutions or the phase speeds of the Rossby waves. The background wind field for the rectangular ocean basin considered here is generated by bilinearly interpolating the 2-yr mean QuikSCAT zonal wind stress over the continents and setting the interpolated mean zonal wind stress to zero over the Gulf of Mexico and surrounding coastlines. The interpolated mean zonal wind stress is then smoothed to further reduce spurious winds over land boundaries by fitting at each latitude a low-order Fourier representation (two harmonics of the basin width $X_E$) of the form

$$
\pi^x(x, y) = a_0(y) + a_1(y) \cos \left( \frac{\pi x}{X_E} \right) + a_2(y) \sin \left( \frac{\pi x}{X_E} \right) + a_3(y) \cos \left( \frac{2\pi x}{X_E} \right) + a_4(y) \sin \left( \frac{2\pi x}{X_E} \right).
$$

From comparison of the lower-right panel of Figs. 5 and 7, this fit captures the general features of the mean tropical Pacific winds.

Constant in time but spatially varying precipitation and heat flux forcing are applied at the surface to avoid introducing buoyancy-forced temporal variability. The mean surface heat flux is computed via the bulk formula of Seager et al. (1988) based on the mean cloud coverage from the International Satellite Cloud Climatology Project climatology (Rossow and Schiffer 1991), the mean wind speed, and constant solar fluxes. Following Chen et al. (1994a,b), the model solutions away from the equatorial region are restored to a Levitus (1982) mean state ($h$, $S$, and $T$) in a sponge layer from
20° to 30° of latitude. The above interpolation and smoothing steps are repeated with the precipitation, cloud cover, and Levitus climatology to produce fluxes of heat and moisture over the rectangular basin.

The steady-forced model converges to an asymmetric mean state within 20 yr of run time. For the hypothesis-1 tests, we then apply idealized equatorially symmetric, annually varying winds as a small perturbation to the steady asymmetric winds. The small perturbation is generated by fitting an annual harmonic to the 2 years of monthly mean QuikSCAT wind stress and symmetrizing the winds about the equator. At each grid point and time, the symmetrized windfield is defined by

\[
\begin{bmatrix}
\tau'_{x,y}(x, y, t) \\
\tau'_{y,x}(x, y, t)
\end{bmatrix} = 0.5\delta \begin{bmatrix}
\tau(x, y, t) + \tau(x, -y, t) \\
\tau(x, y, t) + \tau(x, -y, t)
\end{bmatrix}.
\]

In an effort to avoid contamination from terrestrial winds, the perturbation domain is defined to be 165°E–240°E and 10°S–10°N. Outside of this domain, the perturbation winds are tapered by a Gaussian function to zero at the model boundaries in all directions. The decay scales chosen for the taper are 40° of longitude and 20° of latitude. The model is then run for 15 yr with this perturbation wind stress forcing, with several values of \( \varepsilon \) chosen to test the linearity of the system response, and the model solutions are analyzed from the years 31–35. The use of small values for \( \varepsilon \) avoids significant alteration of the asymmetry of the background currents.

a. SSH amplitude and zonal phase speed

When forced by symmetric, annually varying perturbation wind stress with \( \varepsilon = 0.02 \), the model with asymmetric background mean currents generates asymmetric Rossby waves (Fig. 7). The northern and southern maxima of SSH span nearly the entire Pacific in the TOPEX/Poseidon observations (upper-left panel, Fig. 2). The simulated northern and southern maxima of SSH are negligible east of 240°E (upper-left panel, Fig. 7), which is the direct result of choosing 240°E as the eastern boundary of the wind perturbation domain. Zonal averaging of the amplitudes between the western boundary (126°E) and the eastern edge of the perturbation domain (240°E) shows that the northern maximum along 4.7°N is 1.7 times the southern maximum along 5.2°S (upper-right panel, Fig. 7). The westward phase speeds of 52.9 ± 13.3 and 53.4 ± 13.3 cm s⁻¹ along the northern and southern maxima, respectively, are nearly equal. The SSH structure in Fig. 7 supports the hypothesis that the observed wave amplitude asymmetry is due to the asymmetry of the background mean flow. The equatorial symmetry of the model phase speeds, however, indicates that another mechanism is evidently responsible for the approximately 25% faster observed phase speeds in the north than in the south.

There are curious local maxima near 12°N/S in the model SSH amplitudes in the central Pacific. A similar peak is present along 12°N in the TOPEX/Poseidon observations (Fig. 2) and in the benchmark run (Figs. 5 and 6). The northern peak results from the superposition of local annual forcing with a traveling annual Rossby wave originating in the eastern Pacific (White 1977) and can be seen in \( x-t \) diagrams of model SSH (not shown here). The southern peak in the model SSH results from the symmetrized perturbation winds used here to force the model. The Gaussian tapering of wind stress used here to restrict the perturbation winds to the equatorial waveguide artificially enhances the wind stress curl poleward of 10° of latitude and provides intensified local forcing of this real feature. The intensity of the peak increases linearly as the magnitude of the perturbation (\( \varepsilon \)) increases. Experiments with different tapers (e.g., a linear taper) successfully eliminate the spurious amplification of these peaks, but this is not pursued further since our focus is on the structure of the variability within the equatorial waveguide between about 8°S and 8°N.

b. Vertical structure and modal decomposition

The existence of background currents alters the meridional structure of equatorial Rossby waves (Chelton et al. 2003; Fig. 7). To quantify the subsurface effects of the ECS on the Rossby waves, we construct the meridional and vertical (\( y, z \)) structures for zonal velocity which we interpret as representative of the first two shear-modified meridional Rossby wave modes for our hypothesis 1 simulation with \( \varepsilon = 0.02 \). Here the model zonal velocity is treated in terms of (\( y, s \)) space, where \( s \) is the vertical layer, and then converted to (\( y, z \)) space for graphical display.

We seek a separated representation of the zonal velocity annual signal (filtered as in section 2c) \( u \), of the form

\[
u(x, y, s, t) = B_{u,0}(x, t)F_{u,1}(y, s) + B_{u,2}(x, t)F_{u,2}(y, s),
\]

where we specify the spatial modes \( F_{u,i}(y, s) \) as

\[
F_{u,i}(y, s) = u(x_0, y, s, t_i).
\]

The temporally varying amplitudes \( B_{u,i}(x, t) \) of these spatial modes are obtained by computing the linear regression of \( u(x, y, s, t) \) onto the spatial structures \( F_{u,1}(y, s) \) and \( F_{u,2}(y, s) \), where the \( t_1 \) and \( t_2 \) in (4) represent times when the zonal velocity is dominated by modes 1 and 2, respectively, as described below.

The location \( x_0 \) is chosen to be 200.1°E in order to avoid the influence of TIWs in the eastern Pacific, and the times, \( t_1 \) and \( t_2 \), are chosen based on the temporal variability of the depth-averaged (layers 4–7) zonal velocity EOF 1 at 200.1°E, computed as in section 3 except for the hypothesis-1 simulation with \( \varepsilon = 0.02 \). The
maximum in the EOF-1 amplitude time series occurs on day $t_1 = 99$, and the following zero crossing in this time series occurs on day $t_2 = 189$. Because the first zonal velocity EOF mode has the structure of meridional mode-1 Rossby wave modified by the model ECS (as in center panels of Fig. 6), the structure at $t_2$ should represent ECS modified meridional mode-2 structure.

As expected, $(y, s)$ structures of the zonal velocity for $t_1$ and $t_2$ projected onto $(y, z)$ space (left panels of Fig. 8) are latitudinally asymmetric with meridional structures in the upper layer that resemble modes 1 and 2 modified by asymmetric background currents (lower-right panel, Fig. 4). Except near $2^\circ$S, the vertical structures of both $F_{u,1}(y, z)$ and $F_{u,2}(y, z)$ indicate vertical mode-1 Rossby waves; near $2^\circ$S, the vertical structures are somewhat less clear, especially for $F_{u,1}(y, z)$.

The linear regression coefficients, $B_{u,1}(x, t)$ and $B_{u,2}(x, t)$ (center and right panels of Fig. 8) exhibit westward propagation with phase speeds on the order of 45 and 30 cm s$^{-1}$ for modes 1 and 2, respectively. The westward phase speed found for $B_{u,1}(x, t)$ is consistent with the phase speed determined from SSH in section 4a. In the absence of an analytical representation of the subsurface effects of background currents on the Rossby waves in a nonlinear system, we have obtained empirically a separable structure for $u$ with clear westward propagation.

c. Sensitivity to $\varepsilon$

To determine whether waves generated in the nonlinear Gent–Cane model behave linearly, we study the sensitivity of the hypothesis 1 experiments to the magnitude of the symmetric perturbation winds by running the model with $\varepsilon = 0.01, 0.02, 0.05,$ and $0.10$. The measures utilized to highlight the sensitivity of the model runs to $\varepsilon$ include $U_s$, the 5-yr model mean (years 31–35), depth-averaged (layers 1–7) zonal velocity along 141°W (Fig. 9), and the zonally averaged SSH amplitude maxima (between 126° and 240°E) and westward phase speeds along 4.7°N and 5.2°S (Fig. 10).

The extent to which nonlinearities in the Gent–Cane model are important can be inferred from the differences between $U_s$ and $U_0$, the depth-averaged zonal velocity in the absence of perturbation winds (upper panel, Fig. 9). As $\varepsilon$ decreases, the difference between $U_s$ and $U_0$ decreases as expected (lower panel, Fig. 9). Though small, the latitudinal structure of $U_s - U_0$ is asymmetric for all values of $\varepsilon$, evidence of weak nonlinear interactions between the asymmetric background mean circulation and the symmetric annually varying perturbation. The small differences between $U_s$ and $U_0$ relative to $U_0$ indicate that symmetric perturbations with $\varepsilon$ as high as 0.10 are insufficient to significantly alter the asymmetry of the background mean flow and shear. Thus, the hypothesis-1 assumption of asymmetric background flow holds.

For linear waves, the amplitudes of the SSH maxima are expected to increase linearly as the magnitude of the perturbation forcing ($\varepsilon$) increases, and the phase speeds are not expected to change. The SSH maxima for the hypothesis-1 experiments (upper panel, Fig. 10) do increase linearly with increasing $\varepsilon$. The ratio of the northern maximum to the southern maximum is nearly a constant value, 1.6, essentially independent of $\varepsilon$. The westward phase speeds of about 53 cm s$^{-1}$ along 4.7°N and 5.2°S are also independent of $\varepsilon$ (lower panel, Fig.
10). The ratio of the northern phase speed to the southern phase speed is approximately 1.0 for all values of $\varepsilon$. The asymmetry of the Rossby wave SSH amplitudes and the symmetry of the estimated phase speeds are therefore robust features in this set of experiments where the background mean flow is asymmetric.

5. Hypothesis 2: Asymmetric wind forcing

In the second set of experiments, we perturb the model about a symmetrized background mean state. The goal is to produce a latitudinally symmetric mean circulation that possesses symmetrized versions of the general features of the Pacific Ocean. The background zonal wind stress is similar to that of (1) in section 4 but is symmetrized with respect to latitude such that

$$\tau^s(x, y) = 0.5[\tau(x, y) + \tau(x, -y)],$$

(5)

The heat and moisture fluxes used in section 4 are symmetrized with respect to latitude in the same manner. The model is run for 20 yr under these conditions, by which time it converges to a steady, symmetric mean state.

The time-varying wind stress perturbation in the model runs for testing hypothesis 2 consists of idealized equatorially symmetric, annually varying winds generated by fitting an annual harmonic to the 2 years of QuikSCAT wind stress and allowing the winds to retain the observed asymmetric structure about the equator:

$$\tau^p(x, y, t) = \varepsilon \tau(x, y, t).$$

The smallest value of $\varepsilon$ tested was 0.01.
scribed in section 4. (Additional values of $\varepsilon$ are included to resolve curious behavior near $\varepsilon = 0.05$ in section 5b.) The model is then run for an additional 15 yr with the perturbation wind stress forcing, and model solutions are analyzed from years 31 to 35.

a. SSH amplitude and zonal phase speed

The model forced by asymmetric annually varying perturbation winds about a symmetric mean state with $\varepsilon = 0.02$ generates essentially symmetric Rossby waves (Fig. 11). The zonally averaged (between 126° and 240°E) SSH maxima are along 6.4°N and 7.0°S, which differs from the 3.7°N/S maxima of classical theory (solid line, Fig. 1) but presents a nearly symmetric pattern about the equator. The EUC in the hypothesis-2 experiments (not shown) is slightly stronger than the EUC of the hypothesis-1 experiments, which is consistent with the shift of the SSH maxima from 4.7°N and 5.2°S to the higher latitudes of 6.4°N and 7.0°S (Philander 1979). The westward phase speeds of 39.4 cm s$^{-1}$ along 6.4°N and 35.5 cm s$^{-1}$ along 7.0°S, respectively, are somewhat smaller than those observed but are not significantly different on the two sides of the equator. This model run suggests that asymmetric wind forcing does not generate latitudinally asymmetric Rossby waves without an asymmetric background mean flow.

The 12°N peak previously described in section 4 (hypothesis 1) is again present and increases in strength as the magnitude of the perturbation winds $\varepsilon$ increases (see section 5b). Since the perturbation winds are not symmetrized for the model runs for testing hypothesis 2, there is no matching peak along 12°S.

b. Sensitivity to $\varepsilon$

The dependence of the hypothesis-2 numerical experiments on the magnitude of the asymmetric perturbation winds is explored by running the model with $\varepsilon = 0.01, 0.02, 0.04, 0.05, 0.06, 0.08,$ and $0.10$. We evaluate the linearity of the system response and observe the changes in the depth- and time-averaged zonal velocities as the value of $\varepsilon$ increases.

In the hypothesis-1 experiments (section 4c), the background shear is strongly asymmetric and symmetric perturbations winds with $\varepsilon$ as high as 0.10 are unable to significantly alter the asymmetry of the background currents (lower panel, Fig. 9). In this set of experiments, to test hypothesis 2, $U_0$ is latitudinally symmetric (upper panel, Fig. 12) and the latitudinal structure of $U_x - U_0$ (lower panel, Fig. 12) remains nearly symmetric for $\varepsilon < 0.05$. For $\varepsilon \geq 0.05$, the mean flow becomes increasingly asymmetric and $U_x - U_0$ does not vary linearly with $\varepsilon$.

In contrast to the results obtained in section 4c, the amplitudes of the SSH maxima do not increase monotonically beyond $\varepsilon = 0.04$ for this set of experiments (upper panel, Fig. 13). The latitudes of the zonally av-

---

**Fig. 11.** Similar to Fig. 7, but SSH from the Gent–Cane model with a rectangular basin forced with symmetric 2-yr zonal mean wind plus asymmetric perturbation winds ($\varepsilon = 0.02$) derived from QuikSCAT wind stress as described in the text. Phase lines along 7.0°S and 6.4°N are shown in red and blue, respectively.
eraged (between 126° and 240°E) SSH amplitude maxima range from 5.2° to 7.0°, depending on \( \varepsilon \), and so we select a median latitude, 5.8°, to carry out the analysis. For 0.01 ≤ \( \varepsilon \) ≤ 0.05, the ratios of the amplitudes of the northern and southern maxima are very close to 1. The northern maximum increases to approximately 1.3 times the southern maximum for \( \varepsilon > 0.05 \). The westward phase speeds along 5.8°N/S increase from 35 to 54 cm s\(^{-1}\) as \( \varepsilon \) increases from 0.01 to 0.05 but then decrease to 40 cm s\(^{-1}\) for \( \varepsilon \geq 0.08 \) (lower panel, Fig. 13). For all values of \( \varepsilon \) considered, the ratio of the northern phase speed to the southern phase speed is close to 1.0.

The near symmetry of the Rossby wave SSH amplitudes and the depth- and time-averaged zonal velocity are maintained for \( \varepsilon < 0.05 \). For \( \varepsilon \geq 0.05 \), the asymmetric wind perturbation becomes large enough to upset the underlying symmetry of the background flow and thus generate significantly asymmetric Rossby waves, as apparent from the SSH amplitudes when \( \varepsilon = 0.10 \) (Fig. 14). The structure of the SSH amplitude under these conditions (upper-left panel, Fig. 14) differs from the observed structure as the simulated southern maximum extends farther into the central Pacific than is observed from TOPEX/Poseidon (upper-left panel, Fig. 2). This is probably due to the unrealistic and possibly unstable symmetric background circulation and the lack of coastlines (i.e., the rectangular basin in the model runs considered here).

In our hypothesis-2 experiments, we thus find that \( \varepsilon \geq 0.05 \) is sufficient to alter the symmetry of the background mean flow via nonlinear interactions. Consistent with the hypothesis-1 results, the asymmetrization of the hypothesis-2 mean flow for \( \varepsilon \geq 0.05 \) produces asymmetric Rossby waves.
6. Summary and conclusions

The Gent–Cane model was used in this study to test two potential mechanisms for the asymmetry of annual equatorial Rossby waves and the discrepancy between the predicted and observed westward phase speeds. The two mechanisms tested were asymmetry of the background mean currents (hypothesis 1) and asymmetric annually varying wind forcing (hypothesis 2). We considered rectangular basins to avoid introducing asymmetries due to coastline geometry.

The Gent–Cane model with asymmetric background mean currents perturbed by symmetric annually varying winds generated asymmetric annual equatorial Rossby waves with latitudinal structure similar to the observed asymmetry (Fig. 7), independent of the amplitude of the symmetric perturbation winds (Fig. 10). Vertical structure and modal decomposition were used to gain insight into the modification of the Rossby waves by the background ECS (Fig. 8). In the presence of asymmetric background currents, simulated waves were found to have a separable structure; that is, the annual deviations from the mean were well described by westward-propagating waves of the form given by (3) in section 4b. In lieu of analytical solutions, this provides a quantitative description of the subsurface effects of the ECS on the propagating waves.

The model with symmetric mean currents perturbed by asymmetric annually varying winds generated symmetric equatorial Rossby waves when the magnitude of the annually varying wind stress was sufficiently small ($\varepsilon < 0.05$) relative to the background wind stress (Figs. 11 and 13). Because this system behaves nonlinearly, asymmetric Rossby waves resulted when the magnitude of the asymmetric wind perturbation became sufficiently large ($\varepsilon \geq 0.05$), as shown in Figs. 13 and 14. For these larger values of $\varepsilon$, nonlinearity caused the 5-yr mean, depth-averaged zonal currents, $U_0$, to deviate from the unperturbed symmetric background current, $U_0$ (lower panel, Fig. 12), and thus destroyed the symmetry of the mean circulation.

The model runs for testing hypothesis 2 thus indicate that asymmetric wind forcing in the absence of an asymmetric background mean ECS does not generate asymmetric Rossby waves. This is consistent with the results obtained by Kessler and McCreary (1993) from a linear model with $U_0 = 0$. Therefore, the numerical experiments in sections 4 and 5 demonstrate that the primary mechanism for the observed asymmetric latitudinal structure of equatorial Rossby waves is asymmetric meridional shears in the background flow (hypothesis 1). Asymmetric time-varying wind forcing serves as a secondary and weaker mechanism in the presence of an asymmetric ECS.

As in the observations, the model-derived westward phase speeds in the presence of nonzero background currents were slower than the theoretical phase speeds. Table 2 compares phase speeds derived from observations, analytic theory, and a subset of the numerical experiments conducted for this study. Hypothesis-1 ex-
periments succeeded in producing westward phase speeds with magnitudes similar to the observed phase speeds. In general, the hypothesis-2 experiments produced phase speeds that were significantly slower than observed. In both sets of experiments, the ratio of the phase speed along the northern maximum to the phase speed along the southern maximum was very nearly equal to 1.0. Phase speeds estimated from observations, however, found a northern phase speed that was slightly faster (by about 25%) than the southern phase speed.

Although the shear-modified eigensolutions in Chelton et al. (2003) yielded slower Rossby wave phase speeds than the classical theory, they were still about 20% faster than the observed phase speeds. The eigenvalue solutions for the phase speeds were calculated locally along selected longitudes. The resulting shear-modified phase speeds were therefore independent of latitude and oblivious to the effects of coastline geometry and time-varying wind forcing.

Since neither asymmetric background zonal currents (hypothesis 1) nor asymmetric wind forcing (hypothesis 2) succeeded at reproducing the observed Rossby wave phase speed asymmetry, the role of the asymmetric coastlines bounding the Pacific Ocean should be explored. The benchmark run forced by observed seasonal varying winds discussed in section 3 was able to capture a north–south phase speed difference of roughly 13%. Aside from the different time-varying wind forcing, the two significant differences in the benchmark run were the inclusion of coastline geometry and asymmetries in both the mean and time-varying wind forcing. Numerical experiments (not shown here) indicate that the combined asymmetry of the background and perturbation winds do not play a role in the phase speed asymmetry. In contrast, experiments with asymmetric background shear (lower-left panel in Fig. 4), realistic coastlines, and symmetric perturbations ε (also not shown here) produced phase speeds that were roughly 23% faster along 5.2°N than along 5.2°S (50.1 and 40.7 cm s⁻¹, respectively). Comparing these numbers with the model basin width $X_E$ along each of those latitudes, we find that $X_{E,5.2N}$ is approximately 27% larger than $X_{E,5.2S}$ remarkably similar to the 23% phase speed differences. Annual Rossby wave phase speeds in the equatorial waveguide evidently depend on the width of the basin. A detailed analysis of the effect of coastline geometry on the ECS and the phase speeds of annual equatorial Rossby waves will be the focus of a future study.
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