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[1] In this paper, simulated variability of the Atlantic Multidecadal Oscillation (AMO) and
the Atlantic Meridional Overturning Circulation (AMOC) and their relationship has been
investigated. For the first time, climate models of the Coupled Model Intercomparison
Project phase 5 (CMIP5) provided to the Intergovernmental Panel on Climate Change Fifth
Assessment Report (IPCC-AR5) in historical simulations have been used for this purpose.
The models show the most energetic variability on the multidecadal timescale band both
with respect to the AMO and AMOC, but with a large model spread in both amplitude and
frequency. The relationship between the AMO and AMOC in most of the models resembles
the delayed advective oscillation proposed for the AMOC on multidecadal timescales. A
speed up (slow down) of the AMOC is in favor of generating a warm (cold) phase of the
AMO by the anomalous northward (southward) heat transport in the upper ocean, which
reversely leads to a weakening (strengthening) of the AMOC through changes in the
meridional density gradient after a delayed time of ocean adjustment. This suggests that on
multidecadal timescales the AMO and AMOC are related and interact with each other.
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1. Introduction

[2] The oceans play a crucial role in the climate system.
Ocean currents move substantial amounts of heat, most
prominently from the lower latitudes where heat is
absorbed by the upper ocean, to higher latitudes where heat
is released to the atmosphere. This poleward transport of
heat is a fundamental driver of the climate system and has
crucial impacts on the distribution of climate. One of the
most prominent ocean circulation systems is the Atlantic
Meridional Overturning Circulation (AMOC). As described
by previous studies [e.g., Bryden et al., 2005; Wunsch and
Heimbach, 2006; Zhang, 2008, 2010], this circulation sys-
tem is characterized by northward flowing warm and saline
water in the upper layer of the Atlantic Ocean, cooling and
freshening of the water at higher northern latitudes of the
Atlantic in the Nordic and Labrador Seas, and southward
flowing colder water at depth. This circulation transports
heat from the South Atlantic and tropical North Atlantic to
the subpolar and polar North Atlantic, where heat is

released to the atmosphere with substantial impacts on cli-
mate over large regions.

[3] The AMOC has a large multidecadal variability.
However, there is no consensus for the physical mechanisms
of the AMOC fluctuations. Some studies argue that the
AMOC variability is an ocean-only mode excited by or
damped by atmospheric forcing [Frankcombe et al., 2009].
Other studies claim that the AMOC is primarily an ocean
mode with density fluctuations in the convection regions
driven by advection of density anomalies from the low lati-
tudes [e.g., Vellinga and Wu, 2004] or the northern high
latitudes such as the Arctic Ocean [e.g., Delworth et al.,
1993; Jackson and Vellinga, 2012]. The AMOC is also
deemed as a fully coupled atmosphere-ocean or
atmosphere-sea ice-ocean mode with the deep water forma-
tion rate dominated by variations in the local wind forcing
[e.g., Dickson et al., 1996; H€akkinen, 1999; Eden and Wil-
lebrand, 2001; Deshayes and Frankignoul, 2008; Msadek
and Frankignoul, 2009; Medhaug et al., 2012]. Regardless
of the detailed mechanisms mentioned above, the low-
frequency variability of the AMOC is usually accompanied
with the anomalous northward heat transport in the upper
ocean, which in turn can affect the Atlantic SST. This is one
of the most common associations used to explain the Atlan-
tic Multidecadal Oscillation (AMO) [Folland et al., 1984;
Gray et al., 1997; Delworth and Mann, 2000; Knight et al.,
2005; Wang and Zhang, 2013; Zhang et al., 2012]. Addi-
tionally, the multidecadal period of the AMO may originate
from the AMOC, since the deep ocean has a longer memory
compared to the atmosphere and the upper layer ocean.
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[4] The AMO can be defined in different ways, though
the resulting time series are similar. Parker et al. [2007]
defined the AMO as the third rotated empirical orthogonal
function (EOF) of low frequency worldwide observed SST,
while Mestas-Nu~nez and Enfield [1999] defined the AMO
as the first rotated EOF of the non-ENSO global SST. The
AMO index can also be defined as the detrended area-
weighted SST from the Atlantic western coast to the east-
ern coast and from 0�N to 60�N [e.g., Knight et al., 2005;
Sutton and Hodson, 2005]. Many regional climate phenom-
ena and weather events have been found to link with the
AMO, such as the Northeast Brazilian and African Sahel
rainfall [Folland et al., 1986; Rowell et al., 1995; Folland
et al., 2001; Rowell, 2003; Wang et al., 2012], Atlantic
hurricanes [Goldenberg et al., 2001; Wang and Lee, 2009],
North American and European summer climate [Enfield
et al., 2001; McCabe et al., 2004; Sutton and Hodson,
2005; Knight et al., 2006; Folland et al., 2009; Sutton and
Dong, 2012; Wang et al., 2013; Zhang and Wang 2012],
and summer SST variability in coastal China sea [Zhang
et al., 2010]. Although the most popular explanation is that
the AMO is induced by the internal variability of the
AMOC [Kravtsov and Spannagle, 2008; Knight, 2009;
Ting et al., 2009], the mechanism of the AMO is still
unclear. Some model simulations indicate that solar vari-
ability, volcanoes, and/or anthropogenic aerosol variability
contribute to setting the AMO phase [Hansen et al., 2005;
Otterå et al., 2010] or even predominantly determine
[Booth et al., 2012] the AMO variability. A recent observa-
tional study shows that a positive feedback between the
SST and dust aerosol in the North Atlantic via Sahel rain-
fall variability may be a mechanism for the AMO [Wang
et al., 2012]. However, to what extent the aerosol can con-
tribute to the AMO is still unclear. Zhang et al. [2013]
rebut the argument of Booth et al. [2012] since there are
major discrepancies between the HadGEM2-ES simula-
tions and observations in the North Atlantic Ocean.

[5] Medhaug and Furevik [2011] examine the connec-
tion between the AMO and AMOC using a full range of the
Coupled Model Intercomparison Project phase 3 (CMIP3)
or the Intergovernmental Panel on Climate Change (IPCC)
Fourth Assessment Report (AR4) climate simulations for
the 20th century. They find that, in most climate models,
the increased SST in the North Atlantic is associated with a
stronger than normal AMOC. Recently, IPCC has initiated
the Fifth Assessment Report (AR5). Climate models used
in IPCC-AR5 are those of the Coupled Model Intercompar-
ison Project phase 5 (CMIP5), in which the resolutions,
parameterizations, and land cover in climate models are
greatly improved [Taylor et al., 2012]. Cheng and Chiang
[2013] have used some CMIP5 models to study the AMOC
variability in historical and global warming scenarios. In
this paper, we examine the multidecadal variations of the
AMOC and AMO in CMIP5 historical simulations. Our
main objectives are to investigate the relationship between
the multidecadal climate fluctuations of the AMOC and
AMO and to identify possible physical mechanisms behind
such a relationship.

[6] The paper is organized as follows. Section 2 briefly
presents the modeling and observational data sets and sta-
tistical methods used in this study. The simulated AMOC
and AMO variability in CMIP5 models is shown in section

3. Section 4 describes the potential relationship between
the AMO and AMOC in CMIP5 models. Some discussions
are given in section 5. The paper is concluded with a sum-
mary in section 6.

2. Data and Methods

[7] This study is based on 27 coupled GCMs output data
of the ‘‘historical’’ simulations provided to the upcoming
report of IPCC-AR5. The model data can be downloaded
from the website of the Coupled Model Intercomparison
Project phase 5 (CMIP5) [Taylor et al., 2012] (http://cmip-
pcmdi.llnl.gov/cmip5/). The purpose of these experiments
is to address outstanding scientific questions that arose as
part of the IPCC-AR4 assessment process, to improve
understanding of climate, and to provide estimates of cur-
rent and future climate change that will be useful to those
considering its possible consequences. The historical run is
forced by observed atmospheric composition changes
which reflect both anthropogenic (such as green house
gases and anthropogentic aerosols) and natural sources
(volcanic influences, solar forcing, aerosols and emissions
of short-lived species and their precursors) and, for the first
time, including time-evolving land cover. These historical
runs cover much of the industrial period from the mid-19th
century to the present and are sometimes referred to as
‘‘20th century’’ simulations. The modeling center and
country, IPCC model ID and temporal coverage for each
model used in this study are shown in Table 1.

[8] Observational data set is used to validate the variabil-
ity of coupled GCM simulations. SST data are from the
monthly NOAA Extended Reconstruction Sea Surface
Temperature version 3 (ERSST v3) [Smith et al., 2008].
The temporal coverage is from January 1854 to the present
and it has a spatial resolution on a 2� � 2� grid. The data
can be obtained from http://www.ncdc.noaa.gov/oa/cli-
mate/research/sst/ersstv3.php.

[9] The AMO index is defined as the detrended area-
weighted SST from the Atlantic western coast to the east-
ern coast and from 0�N to 60�N in both model output and
ERSST data, which is similar to the definitions used in ear-
lier studies [e.g., Knight et al., 2005; Sutton and Hodson,
2005; Trenberth and Shea, 2006]. In models, the AMOC
index is usually defined as the maximum AMOC stream
function in a zonal band, either chosen at a specific latitude
(usually 30�N) or in a latitude band (e.g., north of 20�N),
measured in Sverdrup (1 Sv¼ 106 m3 s�1). Here we use
both of the two definitions and find that their corresponding
variations are very similar. To exclude or reduce surface
wind driven overturning, we further use a criterion that the
maximum stream function should be located deeper than
500 m [Schott et al., 2004]. In this paper, the AMOC
stream function is calculated from the meridional velocity
v(x, y, x, t) of the ocean products as:

� y; z; tð Þ ¼
Z�z

�H

ZXeast

Xwest

v x; y; z; tð Þdxdz;

where H is the sea bottom, Xwest is the ocean western
boundary, and Xeast is the ocean eastern boundary.
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[10] Several statistical methods are used in this study,
including the autocorrelation, lead-lag cross correlation,
multitaper power spectrum [Mann and Lees, 1996], and
maximum covariance analysis (MCA) [Czaja and Frank-
ignoul, 2002; Rodwell and Folland, 2003; Gastineau and
Frankignoul, 2012; Gastineau et al., 2013]. The MCA is a
useful tool to investigate the relationship of two variables
as a function of time lag. For detail of the MCA method,
see Czaja and Frankignoul [2002]. Only the first mode of
the MCA will be discussed here since no significant rela-
tion was found in higher modes. The statistical significance
of the correlation (squared covariance fraction) is assessed
with a Monte Carlo approach by comparing the correlation
(squared covariance fraction) to that of a randomly
scrambled field. We randomly permute the SST (or the
AMOC) time series by blocks of 1 year, and perform an
MCA. We repeat this analysis 100 times. The estimated
significance level is percentage of randomized correlation
(squared covariance fraction) that exceeds the correlation
being tested. It is an estimate of the risk of rejecting the
null hypothesis (no relationship between two variables,
squared covariance fraction is zero), and a smaller signifi-
cance level indicates the presence of stronger evidence
against the null hypothesis.

[11] To investigate statistical significance of the lagged
correlation, we calculate the effective degree of freedom as
follows:

F ¼ N � 1� r1 � r2ð Þ= 1 þ r1 � r2ð Þ;

where N is the length of data, r1 and r2 are the autocorrela-
tion with the lag of one time step for variables 1 and 2,
respectively [Bretherton et al., 1999]. The seasonal cycle
and the linear trend in the time series are removed from the
monthly values prior to the analysis. In order to remove
high frequency variability, time series are filtered using a
15 year low-pass filter when it is necessary. Note that the
results are not sensitive to the cutoff frequency when we
choose other low-pass frequency bands from 8 to 15 years
(not shown).

3. Simulated AMO and AMOC Variability in
CMIP5 Models

3.1. The AMO

[12] The detrended annual mean AMO index for the dif-
ferent models and ERSST data are shown in Figure 1. The
AMO index has been subtracted by the long-term mean and
smoothed by a 15 year low-pass filter. The individual mod-
els (color lines) show highly varying amplitudes and vari-
ous phases, with a large spread of uncertainty. However, all
models do display a warming in the last two decades when
anthropogenic warming becomes influential. In comparison
with the observation (thick black line), the CMIP5 model
ensemble mean (dash black line) shows much less variabil-
ity, particularly in the period from 1890 to 1960. This is to
be expected from an average of many independent realiza-
tions. There is an exception from 1995 to the present during
which the model ensemble mean coincides well with the

Table 1. The 27 Models Involved in This Study and Their IPCC ID, Names, and the Temporal Coverage

Sponsor, Country Model Name Temporal Coverage

Commonwealth Scientific and Industrial
Research Organisation (CSIRO), Australia

ACCESS1-0 1850.01–2005.12

Beijing Climate Center, China bcc-csm1-1 1850.01–2012.12
Canadian Center for Climate Modeling and Analysis, Canada CanESM2 1850.01–2005.12
National Center for Atmospheric Research (NCAR), USA CCSM4 1850.01–2005.12
M�et�eo-France/Centre National de Recherches M�et�eorologiques, France CNRM-CM5 1850.01–2005.12
Commonwealth Scientific and Industrial

Research Organisation (CSIRO), Australia
CSIRO-Mk3–6-0 1850.01–2005.12

European Earth System Model, EU EC-EARTH 1850.01–2009.12
Institute of Atmospheric Physics,

Chinese Academy of Sciences, China
FGOALS-g2 1900.01–2005.12

U.S. Department of Commerce/National Oceanic and
Atmospheric Administration (NOAA)/Geophysical
Fluid Dynamics Laboratory (GFDL), USA

GFDL-CM3 1860.01–2005.12
GFDL-ESM2G 1861.01–2005.12
GFDL-ESM2M 1861.01–2005.12

National Aeronautics and Space Administration (NASA)/
Goddard Institute for Space Studies (GISS), USA

GISS-E2-H 1850.01–2005.12
GISS-E2-R 1850.01–2005.12

Met office Hadley Centre, UK HadCM3 1859.12–2005.12
HadGEM2-CC 1859.12–2005.11
HadGEM2-ES 1859.12–2005.11

Institute for Numerical Mathematics, Russia inmcm4 1850.01–2005.12
Institute Pierre Simon Laplace, France IPSL-CM5A-LR 1850.01–2005.12

IPSL-CM5A-MR 1850.01–2005.12
IPSL-CM5B-LR 1850.01–2005.12

Center for Climate System Research (University of Tokyo),
National Institute for Environmental Studies,
and Frontier Research Center for Global Change (JAMSTEC), Japan

MIROC5 1850.01–2005.12
MIROC-ESM 1850.01–2005.12
MIROC-ESM-CHEM 1850.01–2005.12

Max Planck Institute for Meteorology, Germany MPI-ESM-LR 1850.01–2005.12
MPI-ESM-P 1850.01–2005.12

Meteorological Research Institute, Japan MRI-CGCM3 1850.01–2005.12
Norwegian Climate Centre, Norway NorESM1-M 1850.01–2005.12
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observation. A close examination finds that the two main
discrepancies between the model spread and the observa-
tion are during the early 20th century (1900–1925) when
the models underestimate the cooling and during the subse-
quent warm period (1926–1965) when the models are gen-
erally too cool. The inconsistencies could arise from errors
in the observed time series, inadequacy in the modeled
response to the external and/or internal forcing, or the dif-
ferent phases of natural variability in different models.
Compared to the CMIP3 model simulation of the AMO
[Medhaug and Furevik, 2011; Ting et al., 2009, 2011], the
behavior of the AMO in CMIP5 generally becomes better,
particularly after 1960. This may be due to the high-
resolution, improved parameterizations and the added time-
evolving land cover modules in CMIP5 models. In addition
to the amplitude and phase of the AMO index, we also
examine the root-mean-square values (or standard devia-
tion) of the AMO time series, as exhibited in Figure 2. The
amplitudes of the AMO variability in CMIP5 models are
comparable to, or slightly weaker than observed one with
typical amplitudes ranging from 0.09�C to 0.19�C as com-
pared to about 0.175�C in the 20th Century observation. It
is also found that the AMO standard deviation in CMIP5
models is much larger than that in CMIP3 shown by Ting
et al. [2011] and thus is more close to the observation, sug-
gesting that CMIP5 models have been improved a lot com-
pared to CMIP3 at least in simulating the AMO.

[13] To assess and compare the temporal variations of
the AMO, we calculate and compare the lagged autocorre-
lations of the AMO index for each CMIP5 model for lags
from 0 to 35 years (Figure 3). The autocorrelation function
of the ERSST AMO is shown as the solid black line and
behaves similarly to a perfect sinusoidal function with a

period of about 70 years, indicating the quasi-periodic na-
ture of the observed AMO. For models, in addition to the
longer than 50 year variations, most of them also have the
relatively short periods of oscillation from 20 to 35 years,
which can also be seen from the spectrum analysis (Figure
4). The persistence in the AMO index is defined as the

Figure 1. The annual mean AMO index in CMIP5 historical simulations (thin color lines) and ERSST
observation (thick black line). Unit is �C. The black dash line represents the ensemble mean of all
CMIP5 models. All curves are detrended and are smoothed by a 15 year low pass filter.

Figure 2. The corresponding amplitude (standard devia-
tion) for the AMO index shown in Figure 1.
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maximum time lag when the autocorrelation first crosses
the significance line at the 80% level (Figure 3). A close
inspection finds that the model persistence varies from 5
and up to 22 years, implying the potential for predicting
future SSTs. However, for most of models the persistence
is shorter than that of observation (the persistence of

ERSST is about 12 years). Meanwhile, the AMO persist-
ence in CMIP5 is much longer than that in CMIP3 which
shows an averaged persistence about 5 years [Medhaug and
Furevik, 2011]. Figure 4 shows the power spectrum of the
detrended annual mean AMO index. ERSST primarily has
three peaks of energy spectrum around 40 years, 25 years,

Figure 3. Autocorrelation of the AMO index in CMIP5 models (color lines) and observation (thick
black line) with lags from 0 to 35 years. The dash line indicates the 80% confidence level for the
observed AMO.

Figure 4. Power spectrum of the annual mean AMO index in CMIP5 historical simulations (color
lines) and in observation (thick black line). The time series are linear detrended but not filtered. The
dash line represents the ensemble mean of the power spectrum in all CMIP5 models. The dash gray line
denotes the 90% confidence red noise spectrum.
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and 10 years. Most models display the maximum power at
multidecadal time scales (above 40 years) but with too
weak amplitudes compared to the observation. On the other
hand, the power spectrum peaked at the band of 20–30
years features more energy than the observation, as shown
in the ensemble mean result in Figure 4. Furthermore, most
of models underestimate or even do not capture the 10
years peak. Generally speaking, the temporal properties of
the AMO in CMIP5 models are closer to the observation
than those in CMIP3 [Medhaug and Furevik, 2011;
Ting et al., 2011].

[14] The spatial structures of the AMO in both models
and observation are determined by linearly regressing the
grid point SST onto the AMO index (Figure 5). The posi-
tive phase of the observed AMO is characterized by a
comma-shaped SST pattern in the North Atlantic with the
largest amplitude over the subpolar regions and an exten-
sion along the east side of the basin and into the subtropical
North Atlantic (Figure 5a). Most of the CMIP5 model sim-

ulations have reproduced the AMO pattern (Figure 5b-B)
with a similar shaped SST pattern in the North Atlantic.
The amplitude of warming (cooling) during the AMO
warm (cold) phase in most of models is slightly weaker
than in observations, particularly in the tropics. It is also
found that in some models such as CNRM-CM5, Can-
ESM2, HadCM3, MIROC5, and MIROC-CHEM, the larg-
est SST anomaly is not over the subpolar region but shifts a
little bit to the south. Observation shows a reduced magni-
tude of SST anomaly in the Gulf Stream area and in the
Nordic Seas. Most models also simulate reduced or slightly
cooling (warming) during AMO warm (cold) phase along
these regions, but for some models the region is shifted
slightly north or is distributed over a larger area.

3.2. The AMOC

[15] The long-term mean structures of the AMOC in 18
CMIP5 models are shown in Figure 6. All models generally
capture the basic structure of the AMOC, with a warm

Figure 5. Regression of the North Atlantic SST on the normalized AMO index for (a) observation and
(b–B) CMIP5 historical simulations. Unit is �C.
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northward current in the upper layer (upper 1000 m) and a
cold southward current in the low layer (2000–3000 m).
There is an exception in GISS-E2-H model in which the
low branch of the AMOC can penetrate to the bottom of
the basin to 5000 m (Figure 6i). This leads to a disappear-
ance of the lower overturning cell called the Antarctic Bot-
tom Water (AABW) cell. GISS-E2-H is the only model
which is not able to simulate the AABW cell, while the
other models can reproduce this low cell although the
strength and location of the low cell may be different from
observation [Johnson, 2008]. Some of the models show
that the AABW cell has almost disappeared north of 35�N
which is consistent with observation [Johnson, 2008],
whereas other models show the AABW cell all the way
north to 60�N.

[16] It is seen that the position of the maximum AMOC
transport occurs at 500–1500 m depth and between 20�N
and 60�N. Therefore, we choose the maximum stream
function between 20�N and 60�N and below 500 m as the
index for the AMOC. Similar results can be obtained if we

choose the AMOC index as the maximum stream function
at 30�N (not shown). The models show a long-term mean
overturning circulation range from 13 Sv to 31 Sv, as dis-
played in Figures 6 and 7. Compared to the observed
AMOC strength that roughly in a range of 13–24.3 Sv
[Ganachaud and Wunsch, 2000; Lumpkin and Speer,
2003; Ganachaud, 2003; Smethie and Fine, 2001; Talley
et al., 2003; Cunningham et al., 2007], FGOALS-g2 and
GISS-E2-R models seem to overestimate the strength of
the AMOC. The ensemble mean strength of the AMOC is
about 20 Sv (Figure 7), which is in the range of observa-
tion. Compared with the CMIP3 models as shown in Med-
haug and Furevik [2011], the strength of the AMOC in
CMIP5 is generally more reasonable and is closer to the
observations.

[17] In addition to the long-term mean structures, the
AMOC exhibits a low-frequency variability among CMIP5
models. Figure 7 shows the time series of AMOC indices
during the 20th Century. All models display distinct deca-
dal or multidecadal fluctuations. This can also be seen from

Figure 6. Long-term mean zonal integrated AMOC stream function in CMIP5 historical simulations.
Unit is Sv.

ZHANG AND WANG: AMO AND AMOC SIMULATIONS IN CMIP5

5778



the autocorrelation and spectrum analysis (Figures 8
and 9). The models have the largest energy on multidecadal
timescales, particularly at period longer than 30 years. For
the period between 15 and 30 years, the energy is of sec-
ondary importance (Figure 9). Autocorrelation also dis-
plays that the AMOC index does not have a single well-
defined periodicity but varies across a range of decadal or
multidecadal timescales (Figure 8). For the individual
model, the persistence in the AMOC variability varies from
6 to 18 years (Figure 8), defined as the maximum time lag
when the autocorrelation first crosses the significance line
at the 80% confidence level.

4. Relationship Between the AMOC and AMO

4.1. Lead-Lag Correlations of the AMO and AMOC

[18] To examine the relationship between the AMOC
and AMO, we first calculate the lead-lag correlations

between the two indices (Figure 10). It can be seen that the
lead-lag correlations show highly varying patterns among
18 CMIP5 models. A close inspection finds that the rela-
tionship between the AMOC and AMO in most models is
characterized by a positive correlation when the AMOC
leads the AMO and a negative correlation when the AMO
leads the AMOC. These models include CanESM2,
CNRM-CM5, CSIRO-MK3–6-0, GFDL-ESM2G, GFDL-
ESM2M, GISS-E2-H, GISS-E2-R, MIROC5, MIROC-
ESM-CHEM, and MPI-ESM-P (Figures 10a–10j). When
the AMOC leads the AMO, a strengthened (weakened)
AMOC produces a heat transport convergence (divergence)
in the North Atlantic Ocean and thus generates a warm
(cool) phase of the AMO. After some time delay, the warm
(cool) phase of the AMO tends to reduce (enhance) the me-
ridional density gradient over the North Atlantic Ocean,
which weakens the original AMOC anomaly and eventu-
ally leads to a weakening (strengthening) of the AMOC.

Figure 7. The AMOC index for individual models (color lines) and ensemble mean result (thick black
line), defined as the maximum stream function north of 20�N and below 500 m depth. All curves are
detrended and smoothed by a 15 year low frequency filter. Unit is Sv.

Figure 8. Same as Figure 3 but for the AMOC index.
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After ocean adjustments, the new AMOC anomaly is in
favor of generating an anomalous AMO which will further
feedback to the AMOC a few years later. The same proc-
esses repeat and repeat. The AMOC system eventually
oscillates on multidecadal timescales. The key elements in
this oscillation are the slow adjustment of ocean circulation
and the associated time delay in the advective flux response
to a change in the meridional density gradient, which pro-
vide both the positive and negative feedbacks to the entire
system. This relationship is consistent with the delayed ad-
vective oscillation mechanism of the AMOC proposed by
Lee and Wang [2010]. Here, the temperature variation is an
important factor to control the density change [e.g., Wang
et al., 2010]. Furthermore, it is worth noting that the lead
(positive correlation) and lag (negative correlation) times
vary for each model. This may be associated with the time-
scale of ocean adjustment that depends on density anomaly
induced by both temperature and salinity, or the locations
of convective activity which are not simulated correctly in
some of CMIP5 models.

[19] Additionally, the correlation between the AMOC
and AMO can also be a uniformly positive or negative
value in both lead and lag. For example, HadGEM2-ES
model features a positive correlation regardless of lead and
lag, with a strengthened AMOC coinciding with a warm
AMO phase and vice versa. This suggests that there is a
positive feedback between the AMOC and AMO. If there
are no other feedbacks, the AMOC and AMO will not
oscillate. Similarly, a negative correlation prevails in
CCSM4 model no matter when the AMOC leads or lags the
AMO.

[20] The relationship between the AMOC and AMO can
be further revealed by the lead-lag correlation of the AMO
with the AMOC at each latitude (Figure 11). Here, the
AMOC index in each latitude is defined as the maximum of
the zonal integrated stream function in depth space. As
expected, the correlation in Figure 11 north of 20�N is quite
similar to Figure 10. It is interesting to find that the AMOC
lead and lag times in the correlation maps are large in high
latitudes and decrease southward in most of the coupled
models. This mainly arises from the latitudinal dependence
of the AMOC variations suggested by Zhang [2010]. Based

on the GFDL-CM2.1 model, Zhang [2010] argued that the
subpolar AMOC variations lead the subtropical and tropical
AMOC variations by several years (about 5 years) and the
length of time lag is mainly determined by the advection
speed in the North Atlantic deep water formation region.

[21] Two models of bcc-csm1-1 and IPSL-CM5A-MR
are different and complicated. In these two models, the cor-
relation exhibits a discontinuity as the latitude is changed.
Moreover, the lead-lag correlation south of 20�N is quite
different from that north of 20�N in these two models.
Therefore, we exclude them in the following discussion.

[22] Based on the lead-lag correlations in Figures 10 and
11, we separate all models into four categories (Table 2). In
Category I, 11 models are featured by a delayed advective
oscillator with a positive (negative) correlation when the
AMOC leads (lags) the AMO: CanESM2, CNRM-CM5,
CSIRO-MK3–6-0, GFDL-ESM2G, GFDL-ESM2M, GISS-
E2-H, GISS-E2-R, MIROC5, MIROC-ESM-CHEM, MPI-
ESM-P, and IPSL-CM5A-LR. Note that IPSL-CM5A-LR
is included in Category I because of its correlation map in
Figure 11k (although Figure 10k does not show an obvious
positive (negative) lead (lag) correlation like other models).
In Category II, 3 models mainly display a significantly neg-
ative correlation no matter when the AMOC leads or lags:
CCSM4, MIROC-ESM, and FGOALS-g2. In Category III,
2 models primarily exhibit a significantly positive correla-
tion regardless of the AMOC lead or lag: HadGEM2-ES
and MRI-CGCM3. Finally, in Category IV, 2 models dis-
play a complicated correlation between the AMO and
AMOC: bcc-csm1-1 and IPSL-CM5A-MR.

4.2. Maximum Covariance Analysis of the North
Atlantic SST and AMOC Stream Function

[23] We use the Maximum Covariance Analysis (MCA)
to investigate how the AMOC is related to the North Atlan-
tic SST in lead and lag conditions. Lagged covariance is
powerful in distinguishing between cause and effect in the
relationship between the AMOC and AMO. On annual or
longer timescales, the AMO is usually regarded as a pas-
sive response to the AMOC [Delworth and Mann, 2000;
Knight et al., 2005; Medhaug and Furevik, 2011]. If the
AMO only responds passively, there should be no

Figure 9. Same as Figure 4 but for the AMOC index.
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significant covariance when the AMO leads the AMOC. If
the AMO fluctuations influence the AMOC, their cross-
covariance does not vanish when the AMO leads. Such sig-
natures are searched and evaluated in CMIP5 models here
by applying the MCA between the AMO and AMOC as a
function of time lags. All fields are normalized and
smoothed by a 15 year filter.

[24] First, we explore the behavior of Category I models
by using the MCA method. The GFDL-ESM2M model is
taken as an example. Figure 12 shows the AMOC stream
function and North Atlantic SST covariance maps of the
first MCA mode from lag �6 to 10 years. The correlation
coefficient r between the AMOC stream function and North
Atlantic SST time series and the squared covariance frac-
tion F of the mode are also given for each lag. The correla-
tion r has a pronounced positive value when the AMOC
stream function leads the North Atlantic SST, reflecting
that the SST can be a response to the AMOC variations.
When the AMOC leads by 1–6 year or in phase with the
North Atlantic SST, we recover the strengthened AMOC
pattern associated with the warm AMO phase (Figures
12a–12c) [Enfield et al., 2001; Knight et al., 2005]. The

former acts as a driver, primarily through anomalous heat
transport convergence or divergence in the North Atlantic
Ocean as documented in various studies [e.g., Delworth
and Mann, 2000; Delworth et al., 1993; Knight et al.,
2005; Knight, 2009]. This AMO response to the AMOC is
thus usually regarded as the zero-order description of the
interaction between the AMOC and AMO. Figure 12
nevertheless indicates that significant covariance is also
found when the SST leads the AMOC stream function by
several years. As seen in Figures 12d–12e, the correlation
between the AMOC stream function and the SST time se-
ries can be as large as 0.77. Accordingly, we recover a
good correspondence between the warm phase of the AMO
and the weakened AMOC spatial pattern. Preceding a nega-
tive AMOC anomaly, there is a warm SST anomaly over
the subpolar region, extending southwestward to the tropi-
cal North Atlantic, which is a typical AMO warm phase in
GEDL-ESM2M model as shown in Figure 5l. That indi-
cates that the AMO is not only passively responded to the
AMOC but also can drive the AMOC variations. The
impact of the AMO on the AMOC is expected to be largely
associated with the temperature induced meridional density

Figure 10. Lead-lag correlation between the AMO and the AMOC indices in CMIP5 historical simula-
tions. The unit of value in x axis is year. Positive (negative) years in x axis mean the AMOC leads (lags)
the AMO. The dash lines are the 80% confidence level.
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gradient, as suggested and shown by Lee and Wang
[2010] and Wang et al. [2010]. The warm AMO phase
with a warmer SST in the high latitude and a relatively

colder SST in the subtropics is in favor of generating a
decreased meridional density gradient, which in turn
leads to a weakened AMOC. These results are consistent

Table 2. Four Groups of Models Categorized Based on Performance Shown in the Lead-Lag Correlation Between the AMOC and
AMO

Category Description Models

I AMOC leads AMO: positive correlation CanESM2, CNRM-CM5, CSIRO-MK3–6-0, GFDL-ESM2G,
GFDL-ESM2M, GISS-E2-H, GISS-E2-R, MIROC5,
MIROC-ESM-CHEM, MPI-ESM-P, IPSL-CM5A-LR

AMOC lags AMO: negative correlation

II AMOC leads AMO: negative correlation CCSM4, MIROC-ESM, FGOALS-g2
AMOC lags AMO: negative correlation

III AMOC leads AMO: positive correlation HadGEM2-ES, MRI-CGCM3
AMOC lags AMO: positive correlation

IV AMOC leads AMO: complicated Bcc-csm1-1, IPSL-CM5A-MR
AMOC lags AMO: complicated

Figure 11. Lead-lag correlation between the AMO and the AMOC indices at each latitude in CMIP5
historical simulations. The AMOC index at each latitude is defined as the maximum stream function
below 500 m. The unit of value in x axis is year. Positive (negative) years in x axis mean the AMOC
leads (lags) the AMO.
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with the lead-lag correlation analysis shown in Figures
10e and 11e.

[25] Similar features can be found in other models of
Category I. Figures 13 and 14 show the first MCA modes
of the North Atlantic SST and the AMOC stream function
at selected leads (left figures) and lags (right figures) in the
other models of Category I. We choose these lead and lag
years because the first MCA mode at these years can typi-
cally represent the characteristics of the AMO and AMOC
and are statistically significant. At other leads and lags, the
pattern and phase are quite similar but with a different

amplitude. It is seen that all Category I models experience
a warm AMO phase after a strengthening of the AMOC.
This relationship peaks at different lead years which can
range from 0 to 9 years and account for different percen-
tages of the total covariance (F : 48.1–94.3%) in different
models. The AMO signal extracted from the first MCA
mode between the SST and AMOC varies from model to
model, as exhibited in Figures 12–14. This is not surprising
since the AMO has different manifestations in different
models. A close examination can be found that the
extracted AMO spatial pattern from the MCA is consistent

Figure 12. (a–c) Homogeneous AMOC and heterogeneous SST covariance maps for the first MCA
mode between the Northern Atlantic SST and the AMOC stream function anomalies in Category I
GFDL-ESM2M model. (d–e) same as Figures 12a and 12b but for the homogeneous SST and heteroge-
neous AMOC covariance maps. The results are shown from lags �6 to 10 years. The correlation coeffi-
cient r between the SST and AMOC MCA time series, and the squared covariance fraction F of the
mode are given for each lag. The percentages in parentheses give the corresponding estimated signifi-
cance level for F and r.
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with the AMO pattern shown in Figure 5 for each model.
On the other hand, all Category I models present a warm
AMO phase preceding a weakened AMOC. This is to be
expected as the meridional density gradient decreases dur-
ing the AMO warm phase. In general, the relationship
between the AMO and AMOC in Category I models resem-
bles the delayed advective oscillation with a positive corre-
lation when the AMOC leads the AMO and a negative
correlation when the AMO leads the AMOC. Due to the
slow adjustment of ocean circulation response to the den-
sity variations, the AMOC and AMO can oscillate on mul-
tidecadal timescales.

[26] In Category II models, the MCA of the North At-
lantic SST and AMOC stream function exhibits a consist-
ent result with the lead-lag correlation shown in section
4.1. As displayed in Figure 15, we take FGOALS-g2
model as an example. It can be seen that the correlation
between the SST and AMOC time series extracted from
the first MCA mode presents high values in both lead and
lag. Further inspection finds that the associated spatial pat-
tern in both lead and lag shares great similarities, with a
warm AMO phase coinciding with a weakened AMOC
strength. That indicates a weakened (strengthened) AMOC
can generate a warm (cold) phase of the AMO which

Figure 13. Same as Figure 12 but for the Category I CanESM2, CNRM-CM5, CSIRO-MK3–6-0,
GFDL-ESM2G, and GISS-E2-H models at selected leads (homogeneous AMOC and heterogeneous SST
maps in left two figures) and lags (homogeneous SST and heterogeneous AMOC maps in right two
figures).

ZHANG AND WANG: AMO AND AMOC SIMULATIONS IN CMIP5

5784



inversely leads to a further weakening (strengthening) of
the AMOC after some ocean adjustment. This positive
feedback can damp or infinitely amplify the AMOC
strength, which in turn should lead to a collapse or
extremely large value of the AMOC if there are no other
feedbacks and processes. It is not easy to understand why
the weakened AMOC can lead to a warm phase of the
AMO. This may arise from that the AMO is not deter-
mined only by the AMOC-induced heat transport conver-
gence and other factors may dominate the AMO
variability in coupled models. Similar behaviors can be
obtained from the other models in Category II (MIROC-
ESM and CCSM4). Figure 16 shows the first MCA mode
of the North Atlantic SST and the AMOC stream function

at selected lead and lag times in MIROC-ESM and
CCSM4 models. Regardless of lead and lag, the warm
phase of the AMO is associated with a weakened AMOC.
Both of them are consistent with the lead-lag correlations
shown in Figures 10 and 11.

[27] In contrast to Category I and II models, the relation-
ship between the AMOC and AMO in Category III models
is quite different. As seen in Figure 17, the first MCA mode
in different lead and lag times basically show a warm phase
of the AMO corresponding to a strengthening of the
AMOC. This indicates that the AMO is passively
responded to the AMOC when the AMOC leads on one
hand, and the warm (cold) phase of the AMO can result in
a strengthened (weakened) AMOC on the other hand. The

Figure 14. Same as Figure 13 but for the Category I GISS-E2-R, IPSL-CM5A-LR, MIROC5,
MIROC-ESM-CHEM, and MPI-ESM-P models at selected leads and lags.
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former is easily understood. However, the latter seems to
contradict with the traditional notion. This may be due to
the influence of salinity on the meridional density gradient.
Temperature and salinity usually compensate each other
and therefore have complicated influences on the density.
The other possible cause is that the AMO spatial pattern is
not well reproduced by these coupled models with the
largest amplitude occurring not in the higher latitude. This
will be discussed in details in the following section.
Generally speaking, the results from the MCA analyses are
quite similar to the simple lead-lag correlation shown in
Figures 10 and 11.

5. Discussion

[28] Observational studies have identified a North Atlan-
tic SST variation on multidecadal timescales [e.g.,

Delworth and Mann, 2000; Wang and Zhang, 2013], which
is referred to as the AMO. The warm phases of the AMO
occurred during 1860–1880, 1925–1965, and 1995 to the
present, and the cool phases during 1905–1925 and 1970–
1990. The present paper shows that many of the climate
models in CMIP5 are able to reasonably simulate ampli-
tudes and to some extent the durations of the AMO fluctua-
tions; however, they are not able to reproduce the timing of
the observed warm and cold phases, particularly in the pe-
riod of 1900–1960. Similar problems have been found in
CMIP3 models [Medhaug and Furevik, 2011]. The result is
consistent with that of Ting et al. [2009] and Knight [2009]
who argued that the AMO signal is intrinsic to the climate
system and not primarily forced by the external forcing. On
the other hand, it is also found that a large number of mod-
els are not able to capture the observed spatial distribution
pattern of the AMO. Some models display the largest

Figure 15. Same as Figure 12 but for the Category II FGOALS-g2 model.
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amplitude in midlatitudes rather than in the subpolar region
as shown in observations.

[29] The AMO and AMOC in CMIP5 models have a
similar range of persistence (5–25 years), indicating a
potential for decadal predictability. The averaged persist-
ence is a little bit longer than that in CMIP3 [Medhaug
and Furevik, 2011]. Spectrum analyses show that the
AMOC and AMO have two common energy peaks: One
at 20–30 years and the other at 50–70 years. These
common features indicate that there could be some rela-
tionships between the AMOC and AMO (also see Wang
and Zhang [2013]). In 11 out of 18 models, there is a
positive (negative) correlation between the AMOC and
AMO when the AMOC leads (lags). This indicates that
the AMO variability might be a response to the AMOC
variations through changes in the northward heat trans-
port. Meanwhile, the AMO can inversely affect the
AMOC fluctuations by changing the meridional density
gradient. This feature is very similar to the delayed ad-
vective oscillator suggested by Lee and Wang [2010]. In
these models, the AMOC is the dominant factor to
affect the AMO changes and the AMO-induced tempera-
ture anomaly can significantly influence the meridional
density gradient. Because of these relationships, the

multidecadal oscillation of the AMO and AMOC can be
sustained through positive and negative feedbacks.

[30] The passive response of the AMO to the AMOC is
illustrated in previous studies based on coupled models
[Knight et al., 2005; Delworth et al., 2001]. However,
other modeling studies also indicate that the solar variabili-
ty and/or volcanoes play a role [Hansen et al., 2005; Otterå
et al., 2010] or even that the AMO is totally forced by
external forcing [Booth et al., 2012]. This may explain why
in some models (Category II) a strengthened AMOC does
not definitely lead to a warm phase of the AMO. This also
implies that even if the AMOC plays an important role in
the AMO variability, there are other factors such as exter-
nally forced variability or nonpredictive stochastic forcing
from the atmosphere that can make a contribution to the
AMO.

[31] There are several studies indicating a relationship
between the large-scale meridional density gradient and the
AMOC [e.g., Thorpe et al., 2001; Wang et al., 2010]. That
is, a larger depth integrated density gradient is associated
with a stronger AMOC. If more heat and/or freshwater are
transported into the North Atlantic deep convection region
(Labrador Sea, Irminger Sea, and Nordics Sea), a decreased
density in this region will reduce the north-south density

Figure 16. Same as Figure 13 but for the Category II MIROC-ESM and CCSM4 models at selected
leads and lags.
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gradient and thus the upper ocean northward inflow
strength. The result will lead to a decreased AMOC. How-
ever, the weakened AMOC at the same time will increase
the residence time of the water in the subtropical North At-
lantic, produce more net evaporation, and lead to a positive
salinity anomaly being transported to the sinking region,
which in turn restore the meridional density gradient and
speed up the AMOC [Otterå et al., 2003]. Because the rela-
tive importance of the temperature and salinity anomalies
in determining the density in the sinking region varies
among models, the influence of the AMO on the AMOC is
expected to be highly varied in different models. As shown
in Category III models, the AMOC becomes strengthening
after a warm AMO phase. This may result from the influ-
ence of the salinity. Additionally, the simulated AMO pat-
tern may also explain why the warm phase of the AMO
induces the strengthened AMOC. As shown in Figures 17d
and 5A, the AMO spatial pattern in MRI-CGCM3 model
has its largest warming over the eastern subtropical region,
rather than in the subpolar region. This AMO warm phase
leads to an increased meridional density gradient and thus a
strengthened AMOC.

6. Summary and Conclusion

[32] In this paper, simulated variability of the AMO and
the AMOC has been investigated and compared with obser-
vations. For the first time, CMIP5 climate models in histor-
ical simulations have been used for this purpose. The
models show the most energetic variability on multidecadal
timescale band both with respect to the AMO and AMOC
indices, but with a large intermodel spread in both ampli-
tudes and frequencies. The relationship between the
AMOC and AMO in most of the models resembles a
delayed advective oscillation proposed for the AMOC [Lee
and Wang, 2010]. A strengthening (weakening) of the
AMOC is in favor of a warm (cold) phase of the AMO by
the anomalous northward (southward) heat transport in the
upper ocean, which reversely leads to a slow down (an
accelerating) of the AMOC by changes in the meridional
density gradient after time of ocean adjustment. This points
out that the AMOC and AMO could be interdependent and
interactive.

[33] Compared with the observations, a large number of
models underestimate the amplitude of the AMO. For the

Figure 17. Same as Figure 13 but for the Category III HadGEM2-ES and MRI-CGCM3 models at
selected leads and lags.
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AMO spatial structure, some of models capture the
observed feature, while others cannot reasonably simulate
the location of the maximum SST anomaly. CMIP5 models
generally show a realistic structure of the overturning cir-
culation, including both the upper Atlantic cell (i.e., the
AMOC) and the lower Antarctic overturning cell (AABW),
although the AABW in some models penetrates too north
and the magnitude is too small. In 16 out of 18 models, the
AMOC shows values within the observationally based esti-
mate of the range of 13–24.3 Sv. The relationship between
the AMOC and AMO shown in the simple lead-lag correla-
tion can also be obtained by using the MCA method. In 11
out of 18 models, the first MCA mode shows the strength-
ened (weakened) AMOC is associated with the AMO warm
(cold) phase when the AMOC leads, and the warm (cold)
AMO phase is accompanied with a slow down (speed up)
of the AMOC when the AMO leads. The former can be
explained by the AMOC-induced heat transport anomaly
and the latter is associated with the AMO-induced anoma-
lous meridional density gradient. In other models, the rela-
tionship between the AMOC and AMO becomes more
complicated. There are many other factors influencing the
AMO and AMOC variability such as external forcing, non-
predictable stochastic forcing.

[34] It is interesting to find that the 11 models that are
featured by a delayed advective oscillator with a positive
(negative) correlation when the AMOC leads (lags) the

AMO share similar frequency of AMO and AMOC and
have a good resemblance of AMO spatial pattern to obser-
vations. As displayed in Figure 18a, the AMO spatial pat-
tern in 11 models has a larger correlation with the
observations than the rest of the models. This indicates that
these 11 models have relatively good abilities in capturing
the observed AMO spatial pattern. There is an exception
for model o (HadGEM2-ES), which simulates the AMO
spatial pattern very well. However, it doesn’t manifest the
relationship between the AMO and AMOC as a delayed ad-
vective oscillator. This may arise from the dominant effect
of aerosol in the AMO in this specific model [Booth et al.,
2012]. Figure 18b shows that the periods for the maximum
multidecadal AMO and AMOC power. It can be seen that
the significant multidecadal periods for the AMO and
AMOC are very similar in these 11 models which have a
positive (negative) correlation when the AMOC leads
(lags) the AMO. In the rest models, the significant periods
for the AMO and AMOC are quite different. This further
implies that the delayed advective oscillator mechanism
exists in the 11 models.

[35] This study attempts to assess the potential relation-
ship between the AMOC and AMO in CMIP5 historical
simulations. However, the length of model simulations is
not long enough, so it is very difficult to strictly separate
the external variability such as the anthropogenic aerosol
from the internal variation. Here we use a simple method

Figure 18. (a) Spatial correlation between the AMO pattern in models and in ERSST and (b) the corre-
sponding periods for the maximum multidecadal AMO power and AMOC power. The x axis denotes dif-
ferent models and their model identifiers are shown in Figure 10.
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of the linear trend which has been broadly undertaken by
many studies, particularly in the observation, to extract the
external fluctuations. Although this method may have some
artificial effects in the analysis, it still can be considered as
a direct and simple method. There is no consensus on how
to separate the internal and external variations of the AMO
and AMOC. It is unclear if the method described by Ting
et al. [2009], for example, is definitely better than the sim-
ple detrended method. In this paper, we just attempt to give
a general assessment of the AMO and AMOC simulations
by CMIP5 historical runs. In the future, we will try to use
different methods including specific statistical methods and
model designs to study the AMO and AMOC.
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