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Abstract 27 

 28 

In this paper, simulated variability of the Atlantic Multidecadal Oscillation (AMO) and the 29 

Atlantic Meridional Overturning Circulation (AMOC) and their relationship have been 30 

investigated.  For the first time, climate models of the Coupled Model Intercomparison Project 31 

phase 5 (CMIP5) provided to the Intergovernmental Panel on Climate Change Fifth Assessment 32 

Report (IPCC-AR5) in historical simulations have been used for this purpose.  The models 33 

show the most energetic variability on the multidecadal timescale band both with respect to the 34 

AMO and AMOC, but with a large model spread in both amplitude and frequency.  The 35 

relationship between the AMO and AMOC in most of the models resembles the delayed 36 

advective oscillation proposed for the AMOC on multidecadal timescales.  A speed up (slow 37 

down) of the AMOC is in favor of generating a warm (cold) phase of the AMO by the anomalous 38 

northward (southward) heat transport in the upper ocean, which reversely leads to a weakening 39 

(strengthening) of the AMOC through changes in the meridional density gradient after a delayed 40 

time of ocean adjustment.  This suggests that on multidecadal timescales the AMO and AMOC 41 

are related and interact with each other. 42 

 43 

44 
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1. Introduction 45 

The oceans play a crucial role in the climate system.  Ocean currents move substantial 46 

amounts of heat, most prominently from the lower latitudes where heat is absorbed by the upper 47 

ocean, to higher latitudes where heat is released to the atmosphere.  This poleward transport of 48 

heat is a fundamental driver of the climate system and has crucial impacts on the distribution of 49 

climate.  One of the most prominent ocean circulation systems is the Atlantic Meridional 50 

Overturning Circulation (AMOC).  As described by previous studies [e.g., Bryden et al., 2005; 51 

Wunsch et al., 2006; Zhang, 2008, 2010], this circulation system is characterized by northward 52 

flowing warm and saline water in the upper layer of the Atlantic Ocean, cooling and freshening 53 

of the water at higher northern latitudes of the Atlantic in the Nordic and Labrador Seas, and 54 

southward flowing colder water at depth.  This circulation transports heat from the South 55 

Atlantic and tropical North Atlantic to the subpolar and polar North Atlantic, where heat is 56 

released to the atmosphere with substantial impacts on climate over large regions.  57 

The AMOC has a large multidecadal variability.  However, there is no consensus for the 58 

physical mechanisms of the AMOC fluctuations.  Some studies argue that the AMOC 59 

variability is an ocean-only mode excited by or damped by atmospheric forcing [Frankcombe et 60 

al., 2009].  Other studies claim that the AMOC is primarily an ocean mode with density 61 

fluctuations in the convection regions driven by advection of density anomalies from the low 62 

latitudes [e.g., Vellinga and Wu, 2004] or the northern high latitudes such as the Arctic Ocean 63 

[e.g., Delworth et al., 1993; Jackson and Vellinga, 2012].  The AMOC is also deemed as a fully 64 

coupled atmosphere-ocean or atmosphere-sea ice-ocean mode with the deep water formation rate 65 
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dominated by variations in the local wind forcing [e.g., Dickson et al., 1996; Häkkinen, 1999; 66 

Eden and Willebrand, 2001; Deshayes and Frankignoul, 2008; Msadek and Frankignoul, 2009; 67 

Medhaug et al., 2011].  Regardless of the detailed mechanisms mentioned above, the low 68 

frequency variability of the AMOC is usually accompanied with the anomalous northward heat 69 

transport in the upper ocean, which in turn can affect the Atlantic SST.  This is one of the most 70 

common associations used to explain the Atlantic Multidecadal Oscillation (AMO) [Folland et 71 

al., 1984; Gray et al., 1997; Delworth and Mann, 2000; Knight et al., 2005; Wang and Zhang, 72 

2013; Zhang et al., 2012].  Additionally, the multidecadal period of the AMO may originate 73 

from the AMOC, since the deep ocean has a longer memory compared to the atmosphere and the 74 

upper layer ocean. 75 

The AMO can be defined in different ways, though the resulting time series are similar.  76 

Parker et al. [2007] defined the AMO as the third rotated empirical orthogonal function (EOF) 77 

of low frequency worldwide observed SST, while Mestas-Nuñez and Enfield [1999] defined the 78 

AMO as the first rotated EOF of the non-ENSO global SST.  The AMO index can also be 79 

defined as the detrended area-weighted SST from the Atlantic western coast to the eastern coast 80 

and from 0°N to 60°N [e.g., Knight et al., 2005; Sutton and Hodson, 2005].  Many regional 81 

climate phenomena and weather events have been found to link with the AMO, such as the 82 

Northeast Brazilian and African Sahel rainfall [Folland et al., 1986; Rowell et al., 1995; Folland 83 

et al., 2001; Rowell, 2003; Wang et al., 2012], Atlantic hurricanes [Goldenberg et al., 2001; 84 

Wang and Lee, 2009], North American and European summer climate [Enfield et al., 2001; 85 

McCabe et al., 2004; Sutton and Hodson, 2005; Knight et al., 2006; Folland et al., 2009; Sutton 86 
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and Dong, 2012; Wang et al., 2013; Zhang and Wang 2012] and summer SST variability in 87 

coastal China sea [Zhang et al. 2010].  Although the most popular explanation is that the AMO 88 

is induced by the internal variability of the AMOC [Kravtsov and Spannagle, 2008; Knight, 2009; 89 

Ting et al., 2009], the mechanism of the AMO is still unclear.  Some model simulations indicate 90 

that solar variability, volcanoes and/or anthropogenic aerosol variability contribute to setting the 91 

AMO phase [Hansen et al., 2005; Otterå et al., 2010] or even predominantly determine [Booth et 92 

al., 2012] the AMO variability.  A recent observational study shows that a positive feedback 93 

between the SST and dust aerosol in the North Atlantic via Sahel rainfall variability may be a 94 

mechanism for the AMO [Wang et al., 2012].  However, to what extent the aerosol can 95 

contribute to the AMO is still unclear.  Zhang et al. [2013] rebut the argument of Booth et al. 96 

[2012] since there are major discrepancies between the HadGEM2-ES simulations and 97 

observations in the North Atlantic Ocean.  98 

Medhaug and Furevik [2011] examine the connection between the AMO and AMOC using a 99 

full range of the Coupled Model Intercomparison Project phase 3 (CMIP3) or the 100 

Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) climate 101 

simulations for the 20th century.  They find that, in most climate models, the increased SST in 102 

the North Atlantic is associated with a stronger than normal AMOC.  Recently, IPCC has 103 

initiated the Fifth Assessment Report (AR5).  Climate models used in IPCC-AR5 are those of 104 

the Coupled Model Intercomparison Project phase 5 (CMIP5), in which the resolutions, 105 

parameterizations, and land cover in climate models are greatly improved [Taylor et al., 2012].  106 

Cheng et al. [2013] have used some CMIP5 models to study the AMOC variability in historical 107 
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and global warming scenarios.  In this paper, we examine the multidecadal variations of the 108 

AMOC and AMO in CMIP5 historical simulations.  Our main objectives are to investigate the 109 

relationship between the multidecadal climate fluctuations of the AMOC and AMO and to 110 

identify possible physical mechanisms behind such a relationship.  111 

 The paper is organized as follows.  Section 2 briefly presents the modeling and 112 

observational data sets and statistical methods used in this study.  The simulated AMOC and 113 

AMO variability in CMIP5 models is shown in section 3.  Section 4 describes the potential 114 

relationship between the AMO and AMOC in CMIP5 models.  Some discussions are given in 115 

section 5.  The paper is concluded with a summary in section 6. 116 

 117 

2. Data and Methods 118 

This study is based on twenty-seven coupled GCMs output data of the “historical” 119 

simulations provided to the upcoming report of IPCC-AR5.  The model data can be 120 

downloaded from the website of the Coupled Model Intercomparison Project phase 5 (CMIP5) 121 

[Taylor et al., 2012] (http://cmip-pcmdi.llnl.gov/cmip5/).  The purpose of these experiments is 122 

to address outstanding scientific questions that arose as part of the IPCC-AR4 assessment 123 

process, to improve understanding of climate, and to provide estimates of current and future 124 

climate change that will be useful to those considering its possible consequences.  The 125 

historical run is forced by observed atmospheric composition changes which reflect both 126 

anthropogenic (such as green house gases and anthropogentic aerosols) and natural sources 127 

(volcanic influences, solar forcing, aerosols and emissions of short-lived species and their 128 

precursors) and, for the first time, including time-evolving land cover.  These historical runs 129 
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cover much of the industrial period from the mid-nineteenth century to the present and are 130 

sometimes referred to as “twentieth century” simulations.  The modeling center and country, 131 

IPCC model ID and temporal coverage for each model used in this study are shown in Table 1.  132 

Observational dataset is used to validate the variability of coupled GCM simulations.  SST 133 

data are from the monthly NOAA Extended Reconstruction Sea Surface Temperature version 3 134 

(ERSST v3) [Smith et al., 2008].  The temporal coverage is from January 1854 to the present 135 

and it has a spatial resolution on a 2°×2° grid.  The data can be obtained from 136 

http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php. 137 

The AMO index is defined as the detrended area-weighted SST from the Atlantic western 138 

coast to the eastern coast and from 0°N to 60°N in both model output and ERSST data, which is 139 

similar to the definitions used in earlier studies [e.g., Knight et al., 2005; Sutton and Hodson, 140 

2005; Trenberth and Shea, 2006].  In models, the AMOC index is usually defined as the 141 

maximum AMOC streamfunction in a zonal band, either chosen at a specific latitude (usually 142 

30°N) or in a latitude band (e.g., north of 20°N), measured in Sverdrup (1 Sv=106 m3 s-1).  Here 143 

we use both of the two definitions and find that their corresponding variations are very similar.  144 

To exclude or reduce surface wind driven overturning, we further use a criterion that the 145 

maximum streamfunction should be located deeper than 500 m [Schott et al., 2004].  In this 146 

paper, the AMOC streamfunction is calculated from the meridional velocity v(x, y, x, t) of the 147 

ocean products as: 148 

( , , ) ( , , , ) ,
z Xeast

H Xwest

y z t v x y z t dxdz
−

−

Ψ =    149 
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where H is the sea bottom, Xwest is the ocean western boundary, and Xeast is the ocean eastern 150 

boundary.  151 

    Several statistical methods are used in this study, including the autocorrelation, lead-lag 152 

cross correlation, multitaper power spectrum [Mann and Lees, 1996] and maximum covariance 153 

analysis (MCA) [Czaja and Frankignoul, 2002; Rodwell and Folland, 2003; Gastineau and 154 

Frankignoul, 2012; Gastineau et al., 2013].  The MCA is a useful tool to investigate the 155 

relationship of two variables as a function of time lag.  For detail of the MCA method, see 156 

Czaja and Frankignoul [2002].  Only the first mode of the MCA will be discussed here since no 157 

significant relation was found in higher modes.  The statistical significance of the correlation 158 

(squared covariance fraction) is assessed with a Monte Carlo approach by comparing the 159 

correlation (squared covariance fraction) to that of a randomly scrambled field.  We randomly 160 

permute the SST (or the AMOC) time series by blocks of 1 year, and perform an MCA.  We 161 

repeat this analysis 100 times.  The estimated significance level is percentage of randomized 162 

correlation (squared covariance fraction) that exceeds the correlation being tested.  It is an 163 

estimate of the risk of rejecting the null hypothesis (no relationship between two variables, 164 

squared covariance fraction is zero), and a smaller significance level indicates the presence of 165 

stronger evidence against the null hypothesis. 166 

To investigate statistical significance of the lagged correlation, we calculate the effective 167 

degree of freedom as follows:  168 

f=N*(1-r1*r2)/(1+r1*r2),  169 

where N is the length of data, r1 and r2 are the autocorrelation with the lag of one time step for 170 
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variables 1 and 2, respectively [Bretherton et al., 1999].  The seasonal cycle and the linear trend 171 

in the time series are removed from the monthly values prior to the analysis.  In order to remove 172 

high frequency variability, time series are filtered using a 15-year low pass filter when it is 173 

necessary.  Note that the results are not sensitive to the cutoff frequency when we choose other 174 

low pass frequency bands from 8 to 15 years (not shown). 175 

3. Simulated AMO and AMOC Variability in CMIP5 Models 176 

3.1 The AMO 177 

The detrended annual mean AMO index for the different models and ERSST data are shown 178 

in Fig. 1.  The AMO index has been subtracted by the long-term mean and smoothed by a 179 

15-year low pass filter.  The individual models (color lines) show highly varying amplitudes 180 

and various phases, with a large spread of uncertainty.  However, all models do display a 181 

warming in the last two decades when anthropogenic warming becomes influential.  In 182 

comparison with the observation (thick black line), the CMIP5 model ensemble mean (dash 183 

black line) shows much less variability, particularly in the period from 1890 to 1960.  This is to 184 

be expected from an average of many independent realizations.  There is an exception from 185 

1995 to the present during which the model ensemble mean coincides well with the observation.  186 

A close examination finds that the two main discrepancies between the model spread and the 187 

observation are during the early 20th century (1900-1925) when the models underestimate the 188 

cooling and during the subsequent warm period (1926-1965) when the models are generally too 189 

cool.  The inconsistencies could arise from errors in the observed time series, inadequacy in the 190 

modeled response to the external and/or internal forcing, or the different phases of natural 191 
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variability in different models.  Compared to the CMIP3 model simulation of the AMO 192 

[Medhaug and Furevik, 2011; Ting et al., 2009, 2011], the behavior of the AMO in CMIP5 193 

generally becomes better, particularly after 1960.  This may be due to the high-resolution, 194 

improved parameterizations and the added time-evolving land cover modules in CMIP5 models.  195 

In addition to the amplitude and phase of the AMO index, we also examine the root-mean-square 196 

values (or standard deviation) of the AMO time series, as exhibited in Fig. 2.  The amplitudes of 197 

the AMO variability in CMIP5 models are comparable to, or slightly weaker than observed one 198 

with typical amplitudes ranging from 0.09°C to 0.19°C as compared to about 0.175°C in the 20th 199 

Century observation.  It is also found that the AMO standard deviation in CMIP5 models is 200 

much larger than that in CMIP3 shown by Ting et al. [2011] and thus is more close to the 201 

observation, suggesting that CMIP5 models have been improved a lot compared to CMIP3 at 202 

least in simulating the AMO.  203 

To assess and compare the temporal variations of the AMO, we calculate and compare the 204 

lagged autocorrelations of the AMO index for each CMIP5 model for lags from zero to 35 years 205 

(Fig. 3).  The autocorrelation function of the ERSST AMO is shown as the solid black line and 206 

behaves similarly to a perfect sinusoidal function with a period of about 70 years, indicating the 207 

quasi-periodic nature of the observed AMO.  For models, in addition to the longer than 50 year 208 

variations, most of them also have the relatively short periods of oscillation from 20 to 35 years, 209 

which can also be seen from the spectrum analysis (Fig. 4).  The persistence in the AMO index 210 

is defined as the maximum time lag when the autocorrelation first crosses the significance line at 211 

the 80% level (Fig. 3).  A close inspection finds that the model persistence varies from 5 and up 212 
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to 22 years, implying the potential for predicting future SSTs.  However, for most of models the 213 

persistence is shorter than that of observation (the persistence of ERSST is about 12 years).  214 

Meanwhile, the AMO persistence in CMIP5 is much longer than that in CMIP3 which shows an 215 

averaged persistence about 5 years [Medhaug and Furevik, 2011].  Fig. 4 shows the power 216 

spectrum of the detrended annual mean AMO index.  ERSST primarily has three peaks of 217 

energy spectrum around 40 years, 25 years and 10 years.  Most models display the maximum 218 

power at multidecadal time scales (above 40 years) but with too weak amplitudes compared to 219 

the observation.  On the other hand, the power spectrum peaked at the band of 20-30 years 220 

features more energy than the observation, as shown in the ensemble mean result in Fig. 4.  221 

Furthermore, most of models underestimate or even do not capture the 10 years peak.  222 

Generally speaking, the temporal properties of the AMO in CMIP5 models are closer to the 223 

observation than those in CMIP3 [Medhaug and Furevik, 2011; Ting et al., 2011]. 224 

The spatial structures of the AMO in both models and observation are determined by 225 

linearly regressing the grid point SST onto the AMO index (Fig. 5).  The positive phase of the 226 

observed AMO is characterized by a comma-shaped SST pattern in the North Atlantic with the 227 

largest amplitude over the subpolar regions and an extension along the east side of the basin and 228 

into the subtropical North Atlantic (Fig. 5a).  Most of the CMIP5 model simulations have 229 

reproduced the AMO pattern (Fig. 5b-B) with a similar shaped SST pattern in the North Atlantic.  230 

The amplitude of warming (cooling) during the AMO warm (cold) phase in most of models is 231 

slightly weaker than in observations, particularly in the tropics.  It is also found that in some 232 

models such as CNRM-CM5, CanESM2, HadCM3, MIROC5 and MIROC-CHEM, the largest 233 
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SST anomaly is not over the subpolar region but shifts a little bit to the south.  Observation 234 

shows a reduced magnitude of SST anomaly in the Gulf Stream area and in the Nordic Seas.  235 

Most models also simulate reduced or slightly cooling (warming) during AMO warm (cold) 236 

phase along these regions, but for some models the region is shifted slightly north or is 237 

distributed over a larger area.  238 

3.2 The AMOC 239 

 The long-term mean structures of the AMOC in 18 CMIP5 models are shown in Fig. 6.  240 

All models generally capture the basic structure of the AMOC, with a warm northward current in 241 

the upper layer (upper 1000 m) and a cold southward current in the low layer (2000-3000 m).  242 

There is an exception in GISS-E2-H model in which the low branch of the AMOC can penetrate 243 

to the bottom of the basin to 5000 m (Fig. 6i).  This leads to a disappearance of the lower 244 

overturning cell called the Antarctic Bottom Water (AABW) cell.  GISS-E2-H is the only model 245 

which is not able to simulate the AABW cell, while the other models can reproduce this low cell 246 

although the strength and location of the low cell may be different from observation [Johnson, 247 

2008].  Some of the models show that the AABW cell has almost disappeared north of 35°N 248 

which is consistent with observation [Johnson, 2008], whereas other models show the AABW 249 

cell all the way north to 60°N.  250 

 It is seen that the position of the maximum AMOC transport occurs at 500-1500 m depth 251 

and between 20°N and 60°N.  Therefore, we choose the maximum streamfunction between 252 

20-60°N and below 500 m as the index for the AMOC.  Similar results can be obtained if we 253 

choose the AMOC index as the maximum streamfunction at 30°N (not shown).  The models 254 
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show a long-term mean overturning circulation range from 13 Sv to 31 Sv, as displayed in Fig. 6 255 

and Fig. 7.  Compared to the observed AMOC strength that roughly in a range of 13-24.3 Sv 256 

[Ganachaud and Wunsch, 2000; Lumpkin and Speer, 2003; Ganachaud, 2003; Smethie and Fine, 257 

2001; Talley et al., 2003; Cunningham et al., 2007], FGOALS-g2 and GISS-E2-R models seem 258 

to overestimate the strength of the AMOC.  The ensemble mean strength of the AMOC is about 259 

20 Sv (Fig. 7), which is in the range of observation.  Compared with the CMIP3 models as 260 

shown in Medhaug and Furevik [2011], the strength of the AMOC in CMIP5 is generally more 261 

reasonable and is closer to the observations. 262 

 In addition to the long-term mean structures, the AMOC exhibits a low-frequency variability 263 

among CMIP5 models.  Fig. 7 shows the time series of AMOC indices during the 20th Century.  264 

All models display distinct decadal or multidecadal fluctuations.  This can also be seen from the 265 

autocorrelation and spectrum analysis (Figs. 8 and 9).  The models have the largest energy on 266 

multidecadal timescales, particularly at period longer than 30 years.  For the period between 15 267 

and 30 years, the energy is of secondary importance (Fig. 9).  Autocorrelation also displays that 268 

the AMOC index does not have a single well-defined periodicity but varies across a range of 269 

decadal or multidecadal timescales (Fig. 8).  For the individual model the persistence in the 270 

AMOC variability varies from 6 to 18 years (Fig. 8), defined as the maximum time lag when the 271 

autocorrelation first crosses the significance line at the 80% confidence level.  272 

4. Relationship between the AMOC and AMO 273 

4.1 Lead-lag correlations of the AMO and AMOC 274 
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To examine the relationship between the AMOC and AMO, we first calculate the lead-lag 275 

correlations between the two indices (Fig. 10).  It can be seen that the lead-lag correlations 276 

show highly varying patterns among 18 CMIP5 models.  A close inspection finds that the 277 

relationship between the AMOC and AMO in most models is characterized by a positive 278 

correlation when the AMOC leads the AMO and a negative correlation when the AMO leads the 279 

AMOC.  These models include CanESM2, CNRM-CM5, CSIRO-MK3-6-0, GFDL-ESM2G, 280 

GFDL-ESM2M, GISS-E2-H, GISS-E2-R, MIROC5, MIROC-ESM-CHEM and MPI-ESM-P 281 

(Figs. 10a-j).  When the AMOC leads the AMO, a strengthened (weakened) AMOC produces a 282 

heat transport convergence (divergence) in the North Atlantic Ocean and thus generates a warm 283 

(cool) phase of the AMO.  After some time delay, the warm (cool) phase of the AMO tends to 284 

reduce (enhance) the meridional density gradient over the North Atlantic Ocean, which weakens 285 

the original AMOC anomaly and eventually leads to a weakening (strengthening) of the AMOC. 286 

After ocean adjustments, the new AMOC anomaly is in favor of generating an anomalous AMO 287 

which will further feedback to the AMOC a few years later.  The same processes repeat and 288 

repeat.  The AMOC system eventually oscillates on multidecadal timescales.  The key 289 

elements in this oscillation are the slow adjustment of ocean circulation and the associated time 290 

delay in the advective flux response to a change in the meridional density gradient, which 291 

provide both the positive and negative feedbacks to the entire system.  This relationship is 292 

consistent with the delayed advective oscillation mechanism of the AMOC proposed by Lee and 293 

Wang [2010].  Here, the temperature variation is an important factor to control the density 294 

change [e.g., Wang et al., 2010].  Furthermore, it is worth noting that the lead (positive 295 
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correlation) and lag (negative correlation) times vary for each model.  This may be associated 296 

with the timescale of ocean adjustment that depends on density anomaly induced by both 297 

temperature and salinity, or the locations of convective activity which are not simulated correctly 298 

in some of CMIP5 models.  299 

Additionally, the correlation between the AMOC and AMO can also be a uniformly positive 300 

or negative value in both lead and lag.  For example, HadGEM2-ES model features a positive 301 

correlation regardless of lead and lag, with a strengthened AMOC coinciding with a warm AMO 302 

phase and vice versa.  This suggests that there is a positive feedback between the AMOC and 303 

AMO.  If there are no other feedbacks, the AMOC and AMO will not oscillate.  Similarly, a 304 

negative correlation prevails in CCSM4 model no matter when the AMOC leads or lags the 305 

AMO.  306 

The relationship between the AMOC and AMO can be further revealed by the lead-lag 307 

correlation of the AMO with the AMOC at each latitude (Fig. 11).  Here, the AMOC index in 308 

each latitude is defined as the maximum of the zonal integrated streamfunction in depth space.  309 

As expected, the correlation in Fig. 11 north of 20°N is quite similar to Fig. 10.  It is interesting 310 

to find that the AMOC lead and lag times in the correlation maps are large in high latitudes and 311 

decrease southward in most of the coupled models.  This mainly arises from the latitudinal 312 

dependence of the AMOC variations suggested by Zhang [2010].  Based on the GFDL-CM2.1 313 

model, Zhang [2010] argued that the subpolar AMOC variations lead the subtropical and tropical 314 

AMOC variations by several years (about 5 years) and the length of time lag is mainly 315 

determined by the advection speed in the North Atlantic deep water formation region.   316 
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Two models of bcc-csm1-1 and IPSL-CM5A-MR are different and complicated.  In these 317 

two models, the correlation exhibits a discontinuity as the latitude is changed.  Moreover, the 318 

lead-lag correlation south of 20°N is quite different from that north of 20°N in these two models.  319 

Therefore, we exclude them in the following discussion.  320 

Based on the lead-lag correlations in Figs. 10 and 11, we separate all models into four 321 

categories (Table 2).  In Category I, 11 models are featured by a delayed advective oscillator 322 

with a positive (negative) correlation when the AMOC leads (lags) the AMO: CanESM2, 323 

CNRM-CM5, CSIRO-MK3-6-0, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-E2-R, 324 

MIROC5, MIROC-ESM-CHEM, MPI-ESM-P, and IPSL-CM5A-LR.  Note that 325 

IPSL-CM5A-LR is included in Category I because of its correlation map in Fig. 11k [although 326 

Fig. 10k does not show an obvious positive (negative) lead (lag) correlation like other models].  327 

In Category II, 3 models mainly display a significantly negative correlation no matter when the 328 

AMOC leads or lags: CCSM4, MIROC-ESM, and FGOALS-g2.  In Category III, 2 models 329 

primarily exhibit a significantly positive correlation regardless of the AMOC lead or lag: 330 

HadGEM2-ES and MRI-CGCM3.  Finally, in Category IV, 2 models display a complicated 331 

correlation between the AMO and AMOC: bcc-csm1-1 and IPSL-CM5A-MR. 332 

4.2. Maximum Covariance Analysis of the North Atlantic SST and AMOC streamfunction 333 

We use the Maximum Covariance Analysis (MCA) to investigate how the AMOC is related 334 

to the North Atlantic SST in lead and lag conditions.  Lagged covariance is powerful in 335 

distinguishing between cause and effect in the relationship between the AMOC and AMO.  On 336 

annual or longer timescales, the AMO is usually regarded as a passive response to the AMOC 337 
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[Delworth and Mann, 2000; Knight et al., 2005; Medhaug and Furevik, 2011].  If the AMO 338 

only responds passively, there should be no significant covariance when the AMO leads the 339 

AMOC.  If the AMO fluctuations influence the AMOC, their cross-covariance does not vanish 340 

when the AMO leads.  Such signatures are searched and evaluated in CMIP5 models here by 341 

applying the MCA between the AMO and AMOC as a function of time lags.  All fields are 342 

normalized and smoothed by a 15-year filter. 343 

Firstly, we explore the behavior of Category I models by using the MCA method.  The 344 

GFDL-ESM2M model is taken as an example.  Fig. 12 shows the AMOC streamfunction and 345 

North Atlantic SST covariance maps of the first MCA mode from lag -6 to 10 years.  The 346 

correlation coefficient r between the AMOC streamfunction and North Atlantic SST time series 347 

and the squared covariance fraction F of the mode are also given for each lag.  The correlation r 348 

has a pronounced positive value when the AMOC streamfunction leads the North Atlantic SST, 349 

reflecting that the SST can be a response to the AMOC variations.  When the AMOC leads by 350 

1-6 year or in phase with the North Atlantic SST, we recover the strengthened AMOC pattern 351 

associated with the warm AMO phase (Figs. 12a-c) [Enfield et al., 2001; Knight et al., 2005].  352 

The former acts as a driver, primarily through anomalous heat transport convergence or 353 

divergence in the North Atlantic Ocean as documented in various studies [e.g., Delworth and 354 

Mann, 2000; Delworth et al., 1993; Knight et al., 2005; Knight, 2009].  This AMO response to 355 

the AMOC is thus usually regarded as the zero-order description of the interaction between the 356 

AMOC and AMO.  Fig. 12 nevertheless indicates that significant covariance is also found when 357 

the SST leads the AMOC streamfunction by several years.  As seen in Figs. 12d-e, the 358 
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correlation between the AMOC streamfunction and the SST time series can be as large as 0.77.  359 

Accordingly, we recover a good correspondence between the warm phase of the AMO and the 360 

weakened AMOC spatial pattern.  Preceding a negative AMOC anomaly, there is a warm SST 361 

anomaly over the subpolar region, extending southwestward to the tropical North Atlantic, which 362 

is a typical AMO warm phase in GEDL-ESM2M model as shown in Fig. 5l.  That indicates the 363 

AMO is not only passively responded to the AMOC but also can drive the AMOC variations.  364 

The impact of the AMO on the AMOC is expected to be largely associated with the temperature 365 

induced meridional density gradient, as suggested and shown by Lee and Wang [2010] and Wang 366 

et al. [2010].  The warm AMO phase with a warmer SST in the high latitude and a relatively 367 

colder SST in the subtropics is in favor of generating a decreased meridional density gradient, 368 

which in turn leads to a weakened AMOC.  These results are consistent with the lead-lag 369 

correlation analysis shown in Fig. 10e and Fig. 11e.  370 

Similar features can be found in other models of Category I.  Fig. 13 and Fig. 14 show the 371 

first MCA modes of the North Atlantic SST and the AMOC streamfunction at selected leads (left 372 

panels) and lags (right panels) in the other models of Category I.  We choose these lead and lag 373 

years because the first MCA mode at these years can typically represent the characteristics of the 374 

AMO and AMOC and are statistically significant.  At other leads and lags, the pattern and 375 

phase are quite similar but with a different amplitude.  It is seen that all Category I models 376 

experience a warm AMO phase after a strengthening of the AMOC.  This relationship peaks at 377 

different lead years which can range from 0 to 9 years and account for different percentages of 378 

the total covariance (F: 48.1%-94.3%) in different models.  The AMO signal extracted from the 379 
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first MCA mode between the SST and AMOC varies from model to model, as exhibited in Figs. 380 

12-14.  This is not surprising since the AMO has different manifestations in different models.  381 

A close examination can be found that the extracted AMO spatial pattern from the MCA is 382 

consistent with the AMO pattern shown in Fig. 5 for each model.  On the other hand, all 383 

Category I models present a warm AMO phase preceding a weakened AMOC.  This is to be 384 

expected as the meridional density gradient decreases during the AMO warm phase.  In general, 385 

the relationship between the AMO and AMOC in Category I models resembles the delayed 386 

advective oscillation with a positive correlation when the AMOC leads the AMO and a negative 387 

correlation when the AMO leads the AMOC.  Due to the slow adjustment of ocean circulation 388 

response to the density variations, the AMOC and AMO can oscillate on multidecadal 389 

timescales. 390 

In Category II models, the MCA of the North Atlantic SST and AMOC streamfunction 391 

exhibits a consistent result with the lead-lag correlation shown in Section 4.1.  As displayed in 392 

Fig. 15, we take FGOALS-g2 model as an example.  It can be seen that the correlation between 393 

the SST and AMOC time series extracted from the first MCA mode presents high values in both 394 

lead and lag.  Further inspection finds that the associated spatial pattern in both lead and lag 395 

shares great similarities, with a warm AMO phase coinciding with a weakened AMOC strength.  396 

That indicates a weakened (strengthened) AMOC can generate a warm (cold) phase of the AMO 397 

which inversely leads to a further weakening (strengthening) of the AMOC after some ocean 398 

adjustment.  This positive feedback can damp or infinitely amplify the AMOC strength, which 399 

in turn should lead to a collapse or extremely large value of the AMOC if there are no other 400 
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feedbacks and processes.  It is not easy to understand why the weakened AMOC can lead to a 401 

warm phase of the AMO.  This may arise from that the AMO is not determined only by the 402 

AMOC-induced heat transport convergence and other factors may dominate the AMO variability 403 

in coupled models.  Similar behaviors can be obtained from the other models in Category II 404 

(MIROC-ESM and CCSM4).  Fig. 16 shows the first MCA mode of the North Atlantic SST and 405 

the AMOC streamfunction at selected lead and lag times in MIROC-ESM and CCSM4 models.  406 

Regardless of lead and lag, the warm phase of the AMO is associated with a weakened AMOC.  407 

Both of them are consistent with the lead-lag correlations shown in Figs. 10 and 11. 408 

In contrast to Category I and II models, the relationship between the AMOC and AMO in 409 

Category III models is quite different.  As seen in Fig. 17, the first MCA mode in different lead 410 

and lag times basically show a warm phase of the AMO corresponding to a strengthening of the 411 

AMOC.  This indicates that the AMO is passively responded to the AMOC when the AMOC 412 

leads on one hand, and the warm (cold) phase of the AMO can result in a strengthened 413 

(weakened) AMOC on the other hand.  The former is easily understood.  However, the latter 414 

seems to contradict with the traditional notion.  This may be due to the influence of salinity on 415 

the meridional density gradient.  Temperature and salinity usually compensate each other and 416 

therefore have complicated influences on the density.  The other possible cause is that the AMO 417 

spatial pattern is not well reproduced by these coupled models with the largest amplitude 418 

occurring not in the higher latitude.  This will be discussed in details in the following section.  419 

Generally speaking, the results from the MCA analyses are quite similar to the simple lead-lag 420 

correlation shown in Figs. 10 and 11. 421 
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5. Discussion 422 

Observational studies have identified a North Atlantic SST variation on multidecadal 423 

timescales [e.g., Kushnir, 1994; Schlesinger and Ramankutty, 1994; Delworth and Mann, 2000; 424 

Kerr, 2000; Kravtsov and Spannagle, 2008; Wang and Zhang, 2013], which is referred to as the 425 

AMO.  The warm phases of the AMO occurred during 1860-1880, 1925-1965, and 1995 to the 426 

present, and the cool phases during 1905-1925 and 1970-1990.  The present paper shows that 427 

many of the climate models in CMIP5 are able to reasonably simulate amplitudes and to some 428 

extent the durations of the AMO fluctuations; however, they are not able to reproduce the timing 429 

of the observed warm and cold phases, particularly in the period of 1900-1960.  Similar 430 

problems have been found in CMIP3 models [Medhaug and Furevik, 2011].  The result is 431 

consistent with that of Ting et al. [2009] and Knight [2009] who argued that the AMO signal is 432 

intrinsic to the climate system and not primarily forced by the external forcing.  On the other 433 

hand, it is also found that a large number of models are not able to capture the observed spatial 434 

distribution pattern of the AMO.  Some models display the largest amplitude in mid-latitudes 435 

rather than in the subpolar region as shown in observations.  436 

The AMO and AMOC in CMIP5 models have a similar range of persistence (5-25 years), 437 

indicating a potential for decadal predictability.  The averaged persistence is a little bit longer 438 

than that in CMIP3 [Medhaug and Furevik, 2011].  Spectrum analyses show that the AMOC 439 

and AMO have two common energy peaks: One at 20-30 years and the other at 50-70 years.  440 

These common features indicate that there could be some relationships between the AMOC and 441 

AMO (also see Wang and Zhang [2013]).  In 11 out of 18 models, there is a positive (negative) 442 
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correlation between the AMOC and AMO when the AMOC leads (lags).  This indicates that the 443 

AMO variability might be a response to the AMOC variations through changes in the northward 444 

heat transport.  Meanwhile, the AMO can inversely affect the AMOC fluctuations by changing 445 

the meridional density gradient.  This feature is very similar to the delayed advective oscillator 446 

suggested by Lee and Wang [2010].  In these models, the AMOC is the dominant factor to 447 

affect the AMO changes and the AMO-induced temperature anomaly can significantly influence 448 

the meridional density gradient.  Because of these relationships, the multidecadal oscillation of 449 

the AMO and AMOC can be sustained through positive and negative feedbacks.  450 

The passive response of the AMO to the AMOC is illustrated in previous studies based on 451 

coupled models [Knight et al., 2005; Delworth et al., 2001].  However, other modeling studies 452 

also indicate that the solar variability and/or volcanoes play a role [Hansen et al., 2005; Otterå et 453 

al., 2010] or even that the AMO is totally forced by external forcing [Booth et al., 2012].  This 454 

may explain why in some models (Category II) a strengthened AMOC does not definitely lead to 455 

a warm phase of the AMO.  This also implies that even if the AMOC plays an important role in 456 

the AMO variability, there are other factors such as externally forced variability or 457 

non-predictive stochastic forcing from the atmosphere that can make a contribution to the AMO.   458 

There are several studies indicating a relationship between the large-scale meridional density 459 

gradient and the AMOC [e.g., Thorpe et al., 2001; Wang et al., 2010].  That is, a larger depth 460 

integrated density gradient is associated with a stronger AMOC.  If more heat and/or freshwater 461 

are transported into the North Atlantic deep convection region (Labrador Sea, Irminger Sea and 462 

Nordics Sea), a decreased density in this region will reduce the north-south density gradient and 463 
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thus the upper ocean northward inflow strength.  The result will lead to a decreased AMOC.  464 

However, the weakened AMOC at the same time will increase the residence time of the water in 465 

the subtropical North Atlantic, produce more net evaporation, and lead to a positive salinity 466 

anomaly being transported to the sinking region, which in turn restore the meridional density 467 

gradient and speed up the AMOC [Otterå et al., 2003].  Because the relative importance of the 468 

temperature and salinity anomalies in determining the density in the sinking region varies among 469 

models, the influence of the AMO on the AMOC is expected to be highly varied in different 470 

models.  As shown in Category III models, the AMOC becomes strengthening after a warm 471 

AMO phase.  This may result from the influence of the salinity.  Additionally, the simulated 472 

AMO pattern may also explain why the warm phase of the AMO induces the strengthened 473 

AMOC.  As shown in Fig. 17d and Fig. 5A, the AMO spatial pattern in MRI-CGCM3 model 474 

has its largest warming over the eastern subtropical region, rather than in the subpolar region.  475 

This AMO warm phase leads to an increased meridional density gradient and thus a strengthened 476 

AMOC.  477 

6. Summary and conclusion 478 

 In this paper, simulated variability of the AMO and the AMOC has been investigated and 479 

compared with observations.  For the first time, CMIP5 climate models in historical simulations 480 

have been used for this purpose.  The models show the most energetic variability on 481 

multidecadal timescale band both with respect to the AMO and AMOC indices, but with a large 482 

inter-model spread in both amplitudes and frequencies.  The relationship between the AMOC 483 

and AMO in most of the models resembles a delayed advective oscillation proposed for the 484 
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AMOC [Lee and Wang, 2010].  A strengthening (weakening) of the AMOC is in favor of a 485 

warm (cold) phase of the AMO by the anomalous northward (southward) heat transport in the 486 

upper ocean, which reversely leads to a slow down (an accelerating) of the AMOC by changes in 487 

the meridional density gradient after time of ocean adjustment.  This points out that the AMOC 488 

and AMO could be interdependent and interactive.  489 

Compared with the observations, a large number of models underestimate the amplitude of 490 

the AMO.  For the AMO spatial structure, some of models capture the observed feature, while 491 

others cannot reasonably simulate the location of the maximum SST anomaly.  CMIP5 models 492 

generally show a realistic structure of the overturning circulation, including both the upper 493 

Atlantic cell (i.e., the AMOC) and the lower Antarctic overturning cell (AABW), although the 494 

AABW in some models penetrates too north and the magnitude is too small.  In 16 out of 18 495 

models, the AMOC shows values within the observationally-based estimate of the range of 496 

13-24.3 Sv.  The relationship between the AMOC and AMO shown in the simple lead-lag 497 

correlation can also be obtained by using the MCA method.  In 11 out of 18 models, the first 498 

MCA mode shows the strengthened (weakened) AMOC is associated with the AMO warm (cold) 499 

phase when the AMOC leads, and the warm (cold) AMO phase is accompanied with a slow 500 

down (speed up) of the AMOC when the AMO leads.  The former can be explained by the 501 

AMOC-induced heat transport anomaly and the latter is associated with the AMO-induced 502 

anomalous meridional density gradient.  In other models, the relationship between the AMOC 503 

and AMO becomes more complicated.  There are many other factors influencing the AMO and 504 

AMOC variability such as external forcing, non-predictable stochastic forcing.   505 
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   It is interesting to find that the 11 models that are featured by a delayed advective oscillator 506 

with a positive (negative) correlation when the AMOC leads (lags) the AMO share similar 507 

frequency of AMO and AMOC and have a good resemblance of AMO spatial pattern to 508 

observations.  As displayed in Fig. 18a, the AMO spatial pattern in 11 models has a larger 509 

correlation with the observations than the rest of the models.  This indicates that these 11 510 

models have relatively good abilities in capturing the observed AMO spatial pattern.  There is 511 

an exception for model o (HadGEM2-ES), which simulates the AMO spatial pattern very well.  512 

However, it doesn’t manifest the relationship between the AMO and AMOC as a delayed 513 

advective oscillator.  This may arise from the dominant effect of aerosol in the AMO in this 514 

specific model [Booth et al., 2012].  Fig. 18b shows that the periods for the maximum 515 

multidecadal AMO and AMOC power.  It can be seen that the significant multidecadal periods 516 

for the AMO and AMOC are very similar in these 11 models which have a positive (negative) 517 

correlation when the AMOC leads (lags) the AMO.  In the rest models, the significant periods 518 

for the AMO and AMOC are quite different.  This further implies that the delayed advective 519 

oscillator mechanism exists in the 11 models.  520 

   This study attempts to assess the potential relationship between the AMOC and AMO in 521 

CMIP5 historical simulations.  However, the length of model simulations is not long enough, so 522 

it is very difficult to strictly separate the external variability such as the anthropogenic aerosol 523 

from the internal variation.  Here we use a simple method of the linear trend which has been 524 

broadly undertaken by many studies, particularly in the observation, to extract the external 525 

fluctuations.  Although this method may have some artificial effects in the analysis, it still can 526 
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be considered as a direct and simple method.  There is no consensus on how to separate the 527 

internal and external variations of the AMO and AMOC.  It is unclear if the method described 528 

by Ting et al. [2009], for example, is definitely better than the simple detrended method.  In this 529 

paper, we just attempt to give a general assessment of the AMO and AMOC simulations by 530 

CMIP5 historical runs.  In the future, we will try to use different methods including specific 531 

statistical methods and model designs to study the AMO and AMOC.  532 
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Figure Captions: 722 

Figure 1  The annual mean AMO index in CMIP5 historical simulations (thin color lines) and ERSST 723 

observation (thick black line).  Unit is °C.  The black dash line represents the ensemble mean of all CMIP5 724 

models.  All curves are detrended and are smoothed by a 15-year low pass filter. 725 

 726 

Figure 2  The corresponding amplitude (standard deviation) for the AMO index shown in Fig. 1.  727 

 728 

Figure 3  Autocorrelation of the AMO index in CMIP5 models (color lines) and observation (thick black line) 729 

with lags from zero to 35 years.  The dash line indicates the 80% confidence level for the observed AMO.  730 

 731 

Figure 4  Power spectrum of the annual mean AMO index in CMIP5 historical simulations (color lines) and 732 

in observation (thick black line).  The time series are linear detrended but not filtered.  The dash line 733 

represents the ensemble mean of the power spectrum in all CMIP5 models.  The dash gray line denotes the 734 

90% confidence red noise spectrum. 735 

 736 

Figure 5  Regression of the North Atlantic SST on the normalized AMO index for (a) observation and (b-B) 737 

CMIP5 historical simulations.  Unit is °C. 738 

 739 

Figure 6  Long-term mean zonal integrated AMOC streamfunction in CMIP5 historical simulations.  Unit is 740 

Sv. 741 

 742 

Figure 7  The AMOC index for individual models (color lines) and ensemble mean result (thick black line), 743 

defined as the maximum streamfunction north of 20°N and below 500m depth.  All curves are detrended and 744 

smoothed by a 15-year low frequency filter.  Unit is Sv. 745 

 746 

Figure 8  Same as Fig. 3 but for the AMOC index. 747 

 748 

Figure 9  Same as Fig. 4 but for the AMOC index. 749 

 750 

Figure 10  Lead-lag correlation between the AMO and the AMOC indices in CMIP5 historical simulations.  751 

The unit of value in x-axis is year.  Positive (negative) years in x-axis mean the AMOC leads (lags) the AMO.  752 

The dash lines are the 80% confidence level. 753 

Figure 11  Lead-lag correlation between the AMO and the AMOC indices at each latitude in CMIP5 754 

historical simulations.  The AMOC index at each latitude is defined as the maximum streamfunction below 755 

500m.  The unit of value in x-axis is year.  Positive (negative) years in x-axis mean the AMOC leads (lags) 756 

the AMO.  757 

 758 

Figure 12  (a-c) Homogeneous AMOC and heterogeneous SST covariance maps for the first MCA mode 759 

between the Northern Atlantic SST and the AMOC streamfunction anomalies in Category I GFDL-ESM2M 760 

model.  (d-e) is the same as (a-b) but for the homogeneous SST and heterogeneous AMOC covariance maps. 761 
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The results are shown from lags -6 to 10 years.  The correlation coefficient r between the SST and AMOC 762 

MCA time series, and the squared covariance fraction F of the mode are given for each lag. The percentages in 763 

parentheses give the corresponding estimated significance level for F and r.  764 

 765 

Figure 13  Same as Fig. 12 but for the Category I CanESM2, CNRM-CM5, CSIRO-MK3-6-0, 766 

GFDL-ESM2G and GISS-E2-H models at selected leads (homogeneous AMOC and heterogeneous SST maps 767 

in left two panels) and lags (homogeneous SST and heterogeneous AMOC maps in right two panels). 768 

 769 

Figure 14  Same as Fig. 13 but for the Category I GISS-E2-R, IPSL-CM5A-LR, MIROC5, 770 

MIROC-ESM-CHEM and MPI-ESM-P models at selected leads and lags. 771 

 772 

Figure 15  Same as Fig. 12 but for the Category II FGOALS-g2 model. 773 

Figure 16  Same as Fig. 13 but for the Category II MIROC-ESM and CCSM4 models at selected leads and 774 

lags. 775 

Figure 17  Same as Fig. 13 but for the Category III HadGEM2-ES and MRI-CGCM3 models at selected 776 

leads and lags. 777 

 778 

Figure 18  (a) Spatial correlation between the AMO pattern in models and in ERSST.  (b) The 779 

corresponding periods for the maximum multidecadal AMO power and AMOC power. The x-axis denotes 780 

different models and their model identifiers are shown in Fig. 10. 781 

 782 

 783 

 784 

 785 

 786 

 787 

 788 
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 793 

794 
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Table 1: The 27 models involved in this study and their IPCC ID, names and the temporal 795 

coverage. 796 

Sponsor, Country Model Name  Temporal 
Coverage 

Commonwealth Scientific and Industrial Research 

Organisation (CSIRO) , Australia 

ACCESS1-0 1850.01-2005.12 

Beijing Climate Center, China bcc-csm1-1 1850.01-2012.12 

Canadian Center for Climate Modeling and Analysis, 

Canada 

CanESM2 1850.01-2005.12 

National Center for Atmospheric Research (NCAR), USA CCSM4 1850.01-2005.12 

Météo-France/Centre National de Recherches 

Météorologiques, France 

CNRM-CM5 1850.01-2005.12 

Commonwealth Scientific and Industrial Research 

Organisation (CSIRO), Australia 

CSIRO-Mk3-6-0 1850.01-2005.12 

European Earth System Model,EU EC-EARTH 1850.01-2009.12 

Institute of Atmospheric Physics, Chinese Academy of 

Sciences, China 

FGOALS-g2 1900.01-2005.12 

U.S. Department of Commerce/National Oceanic and 

Atmospheric Administration (NOAA)/Geophysical Fluid 

Dynamics Laboratory (GFDL),USA 

GFDL-CM3 1860.01-2005.12 

GFDL-ESM2G 1861.01-2005.12 

GFDL-ESM2M 1861.01-2005.12 

National Aeronautics and Space Administration 

(NASA)/Goddard Institute for Space Studies (GISS), USA 

GISS-E2-H 1850.01-2005.12 

GISS-E2-R 1850.01-2005.12 

Met office Hadley Centre, UK HadCM3 1859.12-2005.12 

HadGEM2-CC 1859.12-2005.11 

HadGEM2-ES 1859.12-2005.11 

Institute for Numerical Mathematics, Russia inmcm4 1850.01-2005.12 

Institute Pierre Simon Laplace, France IPSL-CM5A-LR 1850.01-2005.12 

IPSL-CM5A-MR 1850.01-2005.12 

IPSL-CM5B-LR 1850.01-2005.12 

Center for Climate System Research (University of 

Tokyo), National Institute for Environmental Studies, and 

Frontier Research Center for Global Change (JAMSTEC), 

Japan 

MIROC5 1850.01-2005.12 

MIROC-ESM 1850.01-2005.12 

MIROC-ESM-CH

EM 

1850.01-2005.12 

Max Planck Institute for Meteorology, Germany MPI-ESM-LR 1850.01-2005.12 

MPI-ESM-P 1850.01-2005.12 

Meteorological Research Institute, Japan MRI-CGCM3 1850.01-2005.12 

Norwegian Climate Centre, Norway NorESM1-M 1850.01-2005.12 
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Table 2: Four groups of models categorized based on performance shown in the lead-lag 797 

correlation between the AMOC and AMO.  798 

  799 

Category Description Models 

I 
AMOC leads AMO: positive correlation 

AMOC lags AMO: negative correlation 

CanESM2, CNRM-CM5, CSIRO-MK3-6-0, 

GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, 

GISS-E2-R, MIROC5, MIROC-ESM-CHEM, 

MPI-ESM-P, IPSL-CM5A-LR 

II 
AMOC leads AMO: negative correlation 

AMOC lags AMO: negative correlation 

CCSM4, MIROC-ESM, FGOALS-g2 

III 
AMOC leads AMO: positive correlation 

AMOC lags AMO: positive correlation 

HadGEM2-ES, MRI-CGCM3 

IV 
AMOC leads AMO: complicated 

AMOC lags AMO: complicated 

Bcc-csm1-1, IPSL-CM5A-MR 
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 809 

 810 
 811 

Figure 1.  The annual mean AMO index in CMIP5 historical simulations (thin color lines) and ERSST 812 

observation (thick black line).  Unit is °C.  The black dash line represents the ensemble mean of all CMIP5 813 

models.  All curves are detrended and are smoothed by a 15-year low pass filter. 814 

815 
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 816 

 817 

Figure 2.  The corresponding amplitude (standard deviation) for the AMO index shown in Fig. 1.  818 

 819 
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 820 

 821 

Figure 3.  Autocorrelation of the AMO index in CMIP5 models (color lines) and observation (thick black line) 822 

with lags from zero to 35 years.  The dash line indicates the 80% confidence level for the observed AMO.  823 

 824 



 39 

 825 

 826 

Figure 4.  Power spectrum of the annual mean AMO index in CMIP5 historical simulations (color lines) and 827 

in observation (thick black line).  The time series are linear detrended but not filtered.  The dash line 828 

represents the ensemble mean of the power spectrum in all CMIP5 models.  The dash gray line denotes the 829 

90% confidence red noise spectrum. 830 

 831 
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 832 
Figure 5.  Regression of the North Atlantic SST on the normalized AMO index for (a) observation and (b-B) 833 

CMIP5 historical simulations.  Unit is °C. 834 

 835 

 836 
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 837 

Figure 6.  Long-term mean zonal integrated AMOC streamfunction in CMIP5 historical simulations.  Unit 838 

is Sv. 839 

 840 

841 
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 842 

 843 

Figure 7.  The AMOC index for individual models (color lines) and ensemble mean result (thick black line), 844 

defined as the maximum streamfunction north of 20°N and below 500m depth.  All curves are detrended and 845 

smoothed by a 15-year low frequency filter.  Unit is Sv. 846 

847 
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 848 

 849 

Figure 8.  Same as Fig. 3 but for the AMOC index. 850 

 851 
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 853 

 854 

 855 

 856 

 857 
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 859 

 860 

 861 

 862 
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 863 

Figure 9.  Same as Fig. 4 but for the AMOC index. 864 

865 
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 866 

 867 

Figure 10.  Lead-lag correlation between the AMO and the AMOC indices in CMIP5 historical simulations.  868 

The unit of value in x-axis is year.  Positive (negative) years in x-axis mean the AMOC leads (lags) the AMO.  869 

The dash lines are the 80% confidence level. 870 

 871 
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 876 
Figure 11.  Lead-lag correlation between the AMO and the AMOC indices at each latitude in CMIP5 877 

historical simulations.  The AMOC index at each latitude is defined as the maximum streamfunction below 878 

500m.  The unit of value in x-axis is year.  Positive (negative) years in x-axis mean the AMOC leads (lags) 879 

the AMO.  880 
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 884 
Figure 12.  (a-c) Homogeneous AMOC and heterogeneous SST covariance maps for the first MCA mode 885 

between the Northern Atlantic SST and the AMOC streamfunction anomalies in Category I GFDL-ESM2M 886 

model.  (d-e) is the same as (a-b) but for the homogeneous SST and heterogeneous AMOC covariance maps. 887 

The results are shown from lags -6 to 10 years.  The correlation coefficient r between the SST and AMOC 888 

MCA time series, and the squared covariance fraction F of the mode are given for each lag. The percentages in 889 

parentheses give the corresponding estimated significance level for F and r.  890 
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 891 
Figure 13.  Same as Fig. 12 but for the Category I CanESM2, CNRM-CM5, CSIRO-MK3-6-0, 892 

GFDL-ESM2G and GISS-E2-H models at selected leads (homogeneous AMOC and heterogeneous SST maps 893 

in left two panels) and lags (homogeneous SST and heterogeneous AMOC maps in right two panels). 894 

 895 

 896 
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 897 
Figure 14.  Same as Fig. 13 but for the Category I GISS-E2-R, IPSL-CM5A-LR, MIROC5, 898 

MIROC-ESM-CHEM and MPI-ESM-P models at selected leads and lags. 899 

 900 

 901 
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 902 

Figure 15.  Same as Fig. 12 but for the Category II FGOALS-g2 model. 903 
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 904 

Figure 16.  Same as Fig. 13 but for the Category II MIROC-ESM and CCSM4 models at selected leads and 905 

lags. 906 
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 907 

Figure 17.  Same as Fig. 13 but for the Category III HadGEM2-ES and MRI-CGCM3 models at selected 908 

leads and lags. 909 
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 914 

Figure 18.  (a) Spatial correlation between the AMO pattern in models and in ERSST.  (b) The 915 

corresponding periods for the maximum multidecadal AMO power and AMOC power. The x-axis denotes 916 

different models and their model identifiers are shown in Fig. 10. 917 
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