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Abstract

The problem of computing within a limited domain surrounded by open boundaries is discussed within the context of
the shallow-water wave equations by comparing three different treatments, all of which surround the domain by absorbing
zones intended to prevent reflections of outgoing waves. The first, which has attracted a lot of attention for use in electro-
magnetic and aeroacoustic applications, is intended to prevent all reflections. However, it has not yet been developed to
handle the second important requirement of open boundaries, namely the ability to pass information about external
conditions into the domain of interest. The other two treatments, which absorb differences from a specified external solu-
tion, allow information to pass through the open boundary in both directions. One, based on the flow relaxation scheme of
[Martinsen, E.A., Engedahl, H., 1987. Implementation and testing of a lateral boundary scheme as an open-boundary con-
dition in a barotropic ocean model. Coastal Eng. 11, 603–627] and termed here the ‘‘simple sponge,” relaxes all fields
toward their external counterparts. The other, a simplification and generalization of the perfectly matched layer, referred
to here as the ‘‘pretty good sponge,” avoids absorbing the component of momentum parallel to the open boundary. Com-
parisons for a case that is dominated by outgoing waves shows the pretty good sponge to perform essentially as well as the
perfectly matched layer and better than the simple sponge. In comparisons for a geostrophically balanced eddy passing
through open boundaries, the pretty good sponge out-performed the simple sponge when the only external information
available was about the advecting flow, but when information about the nature of the eddy in the sponge zones was also
available, the simple sponge performed better. For the case of an equatorial soliton passing through the boundary and no
information provided about its nature outside the open domain, again the pretty good sponge performed better. Proving
useful for situations governed by nonlinear equations forced by external conditions and being easy to implement, the pretty
good sponge should be considered for use with existing limited-area ocean models.
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1. Introduction

The issue of how to treat the boundary when computing within limited domains has received a great deal of
attention for a wide variety of problems. Information from outside the computational domain essential to the
solution must be allowed to enter, and what should leave the domain must be allowed to depart. While there
are rare situations where resources allow the size of the domain to be expanded far beyond the region of inter-
est to minimize adverse impacts of misspecified boundary conditions, practicality usually dictates that the
computational domain be not much larger than the region of interest, raising concern regarding how the open
boundaries should be treated.

Techniques for treating open boundary generally fall into two categories. The first encompasses the radi-
ation and characteristic boundary conditions, which should prevent outgoing waves from reflecting from
the artificial boundary back into the computational domain (Orlanski, 1976; Flather, 1976; Engquist and
Majda, 1977; Camerlengo and O’Brien, 1980; Higdon, 1994; Lie, 2001; Marchesiello et al., 2001; McDonald,
2002; Givoli and Neta, 2003; van Joolen et al., 2004; Blayo and Debreu, 2005). For these, dispersive waves
approaching the boundary from a non-normal direction can be a problem (Raymond and Kuo, 1984), as
can the issue of distinguishing between waves and slow modes (Nycander and Döos̈, 2003). The second
category encompasses techniques involving the use of absorbing layers, which allow disturbances to pass
out of the region of interest into a limited exterior region where they can be dissipated before reflecting from
the computational boundaries (Davies, 1976; Philander et al., 1987; Chassignet et al., 2003). Absorbing layers
are generally easier to use, and they allow a simple way for passing information about the solution external to
the region of interest (Martinsen and Engedahl, 1987; Bodony, 2006). Tsynkov (1998) reviews the early liter-
ature, but much work has been done in the intervening decade. In particular, the absorbing-layer technique
referred to as the perfectly matched layer has been the focus of much attention.

Berenger (1994) introduced the first perfectly matched layer technique within the context of electromagnetic
waves, splitting one variable into contributions associated with directions parallel and perpendicular to the
boundary and splitting the equation governing its temporal change into two equations, one for each contri-
bution. While analysis indicates that the governing partial–differential equations are entirely free from reflec-
tions for waves from any direction,1 finite-difference computations do have small reflections that can be
controlled by the thickness and properties of the absorbing layer. Hu (1996) adapted the technique for aero-
acoustics, splitting all of the variables and doubling the number of governing equations within absorbing lay-
ers. Again there were small reflections, and filtering was used to prevent numerical instability. Abarbanel and
Gottlieb (1997) analyzed Berenger’s perfectly-matched-layer equations and Hesthaven (1998) analyzed Hu’s,
both finding that the split set of equations is not strongly well-posed, thus the need for filtering. Within a con-
text much closer to ocean modeling Darblade et al. (1997) presented a splitting technique for the shallow-water
equations linearized about a state of no motion and demonstrated that waves passing into the absorbing layers
should have no reflections, while Navon et al. (2004) examined a similar splitting technique for the shallow-
water wave equations linearized about a steady, spatially uniform mean flow and found that filtering was
needed to maintain stability. Although focusing on elastodynamics Bécache et al. (2003) showed for general
hyperbolic problems that the equations for perfectly matched layers were unstable unless components in the
direction normal to the open boundary of group velocity and wave vector have the same sign. Their analysis
for the linearized Euler equations, which resemble shallow-water wave equations with a mean flow, suggest
that advection causes perfectly matched layers to become unstable. Hu (2001) reaches a similar conclusion.
The perfectly matched layer can be formulated by introducing auxiliary variables rather than by splitting
the original variables (Turkel and Yefet, 1998; Abarbanel et al., 1999; Hu, 2001). While this alternative for-
mulation remains only weakly well-posed and unstable, adding terms that cause auxiliary variables to decay
can control the problem without seriously degrading the layer’s anti-reflective property.

In a recent modeling study Lavelle (2006) needed to prevent internal gravity waves generated by the
interaction of the barotropic tide with a seamount from reflecting from the boundaries of the limited
1 There should be no reflection as waves pass into the absorbing layer, but they might reflect at the outer boundary after passing through
the layer. The width of the layer and the strength of the absorption parameters determine the amplitudes of the reflected wave that re-enter
the domain.
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computational domain. That problem clearly illustrates the two requirements that must be addressed via the
treatment of the computational boundaries: (1) the need to prevent reflections of outgoing waves and (2) the
need to specify the external conditions that force the solution. Within relatively thin sponge regions he nudged
the solution toward a background solution for the tidal flow in the vicinity of the boundaries, successfully
suppressing unwanted reflections and achieving negligible adverse impact in the vicinity of the seamount.
His technique might be regarded as a stripped-down version of the un-split perfectly matched layer of Hu
(in press), one requiring no auxiliary variables. It also resembles the flow relaxation scheme of Martinsen
and Engedahl (1987), especially in its specification of an external solution for the tides. The purpose of this
paper is to discuss his approach in a bit more depth, comparing it to those of Hu (in press) and Martinsen
and Engedahl (1987) within the simpler context provided by the shallow-water wave equations.

The shallow-water wave equations, which can be regarded as proxies for the equations describing three-
dimensional stratified geophysical flows,2 were chosen as the context for the comparisons. These equations
present the opportunity to focus on two aspects that are important for oceanographic problems, neither of
which have received attention by the perfectly-matched-layer community. The first is the need to specify exter-
nal information that is crucial for the solution within the limited-area open domain. In the motivating exam-
ple, that information is the tidal flow through the boundaries; if that were not known, there would be no
scattering and no waves that must depart the domain. Perfectly-matched-layer techniques have not yet been
developed to address this issue; even though we expect no major obstacle to such development, that task is
beyond the scope of this comparison. The second difference presented by the shallow-water wave equations
is the fact that only a part of an initial disturbance radiates away. Due to the earth’s rotation, steady currents
can balance the slope of the sea surface via the Coriolis force, with the radiating waves being the mechanism
for achieving geostrophic balance. For many geophysical applications the geostrophically balanced part of the
flow is of greatest interest and the adjustment waves are regarded as noise. At open boundaries, the adjustment
waves should be allowed to pass out, but special care may be needed with the balanced part of the flow.

Comparisons are made for several different situations. Section 2 considers the case of an initially motionless
mound of water that collapses into outgoing waves. Even though this case has been chosen to emphasize the
problem of allowing waves to exit, a residual geostrophically balanced flow should remain. For this case all
three formulations of absorbing layers are compared: a perfectly-matched-layer formulation following the
approach of Hu (in press), a ‘‘simple” sponge similar to that of Martinsen and Engedahl (1987), and the
‘‘pretty good sponge” like that of Lavelle (2006). The pretty good sponge can be seen to be a minimalist
approach to the perfectly matched layer, retaining its peculiar feature of not absorbing the component of
velocity parallel to the boundary. The simple sponge, on the other hand, absorbs all variables equally. Both
the pretty good sponge and the simple sponge are much easier to implement than the perfectly matched layer
and less plagued with issues of instability and ill-posedness, but they make no attempt to guarantee that all
outgoing waves pass into the absorption zone without reflecting.

Section 3 shifts the focus to the second difficulty presented by open boundaries, namely the specification of
external influences that must be incorporated into the computations. Two cases are considered, both involving
a geostrophically balanced anti-cyclonic eddy advected by a larger-scale flow. While it would have been pos-
sible to describe these cases using linear equations, like those of the first example but with additional terms for
the mean flow, the nonlinear shallow-water wave equations were chosen, because they are considerably more
general. Rather than having the advecting flow be specified within the linearized equations, it must be pro-
vided as external information. This information is provided only within the absorbing zones, where departures
from the advecting flow are absorbed. As the perfectly-matched-layer technique has not yet been developed
either for specifying external flows or for general nonlinear equations, it is not compared. The first case to
be considered is that of the eddy passing out of the open domain. Both the simple sponge and the pretty good
sponge allow the eddy to exit and the flow to return to the background advecting flow when differences from
the advecting flow are absorbed, with the pretty good sponge performing somewhat better than the simple
sponge. However, both methods resulted in an unwanted loss of amplitude during the eddy’s exit. As this
2 Numerical models like HYCOM, Chassignet et al. (2003) approximate the ocean as a stack of layers governed by the shallow-water
wave equations.
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attenuation can be attributed to an incorrect specification of the external situation, one which ignores the pres-
ence of the eddy in the absorption zone, the second case explores the value of better external information. In
analogy with nested-grid simulations, where the solution from one grid is transferred to another, the external
solution within the absorption zones is taken from a reference solution employing a much larger computa-
tional domain. Armed with this information about what is really transpiring inside the absorbing region, this
case examines an eddy entering, crossing, and exiting the limited domain. As expected, results benefit greatly
from the improved information, this time with the simple sponge giving better results.

As the advecting eddy could have been treated using linear equations, Section 4 examines the case of an
equatorial soliton, for which nonlinearity is essential. The external solution is taken to be that of no flow
and no surface elevation with no attempt made to incorporate the presence of the soliton within the absorbing
zones.3 Because the simple sponge absorbs the component of velocity parallel to the boundary, its perfor-
mance is noticeably worse than that of the pretty good sponge. Its loss of amplitude leads to a slower prop-
agation speed and slightly delayed arrival at the open boundary. Neither passed through the boundary
perfectly, but both did remarkably well considering that the information provided in the absorbing layer
included no knowledge of their presence.
2. Absorbing layers for linear shallow-water wave equations

A mound of water collapsing into a train of outgoing waves provides an example for examining how well
waves are allowed to pass out of the region of interest without reflection. As with all absorbing-layer
approaches to open boundary conditions, the computational domain is extended beyond the domain of inter-
est to include an absorbing zone within which the governing equations are modified by the addition of
dissipative terms. The computational boundary becomes the outer boundary of the absorbing layer, and
the interface between the domain of interest and the absorbing layer marks a transition in the nature of
the equations that are to be solved. Fig. 1 shows a small domain of interest that extends ±510 km in both
coordinate directions from the origin surrounded by an absorbing layer that is about 130 km wide, which
is embedded within a larger computational domain to be used to generate reference solutions uncontaminated
by reflections.

The evolution of an initially motionless Gaussian-shaped mound of water is described by the linear
shallow-water wave equations:
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where g is the surface elevation, u and v are components of the velocity in the x- and y-directions, respectively,
t is time, H is the basin depth, g is the acceleration of gravity, and f is the Coriolis parameter accounting for the
influence of the earth’s rotation on the flow. If there were no rotation, all traces of the initial mound should
ultimately disappear, leaving the surface flat g = 0 and motionless u = v = 0 within the region of interest. With
f 6¼ 0, the radiated waves can be considered to be part of a geostrophic adjustment process, which leaves a
residual circulation with the slope of the surface balanced by the Coriolis force. The boundary treatment
should allow what should exit to exit and what should remain to remain.

Good results can be anticipated for the collapsing mound when using perfectly matched layers, as they are
designed to prevent reflections of outgoing waves. Hu (in press) derives the perfectly matched layer from a
complex coordinate transformation, which can be summarized by the replacements:
ause of the nonlinearity of the equations, again no comparison is possible for the perfectly-matched-layer technique.
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Fig. 1. Solutions within a square 1020 km on a side, which is extended with an absorbing zone 130 km wide, can be compared with
solutions for the larger 3072 km square and its surrounding absorbing zone. For both the perfectly matched layer and the pretty good
sponge, hatching with 45� slope indicates where rx attenuates u and g, while that with the �45� slope indicates where ry attenuates v and g.
For the simple sponge, u, v, and g are all attenuated by r wherever there is hatching of either slope. Circles at the center are contours of
initial surface elevation for the Gaussian mound of water of the first example; the elevation is 1 m at the center and decreases radially by a
factor of 0.01 with each contour. The larger domain provides reference solutions during the interval of time before waves reflecting from its
computational boundary return to the smaller domain of interest.
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where multiplication can clear the denominators and where o
ot
�1

is the temporal anti-derivative operator. For
absorbing layers crossing the x-axis, (4) should be used; for those crossing the y-axis, (5); and for the corners,
both should be used; see Fig. 2. The absorption coefficients rx and ry are functions of x and y, respectively;
they grow from zero within the region of interest, absorbing waves more strongly the deeper they penetrate
into the layer. The thickness of the layer and the strength of the absorption affect the chances that the wave
might reflect at the outer boundary.

When applied to shallow-water wave equations linearized about the no-flow state, this prescription for a
perfectly matched layer yields:
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The terms on the left-hand side of the equations correspond to the original shallow-water wave equations,
while those on the right are the modifications for the perfectly matched layers. The temporal anti-derivative
operators in (4) and (5) necessitate new fields qg, qu, and qv, which are governed by additional equations:



Fig. 2. Contours of absorption coefficients for the perfectly matched layers, which are the same as those for the pretty good sponge. There
is no absorption of the component of velocity parallel to the boundaries, and the rate at which the normal component is absorbed increases
with distance into the absorbing zone. Surface height is absorbed at all open boundaries, and the sum rx + ry has contribution from both
terms only in the corners.
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where, going beyond Hu’s prescription, the positive parameter k has been introduced to control instability.
It is instructive to compare the perfectly matched layer to a simpler formulation like that of Martinsen and

Engedahl (1987):
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The absorption coefficient r of the simple sponge acts on all variables, whereas by distinguishing between rx

and ry the perfectly matched layer prevents absorption of v at x boundaries and absorption of u at y bound-
aries. Second, the simple sponge introduces no new fields. Martinsen and Engedahl (1987) incorporated tidal
forcing via an external solution (ge,ue,ve), deviations from which are absorbed in the sponge region; for an
external solution with all variables zero, the damping is to zero like with the perfectly matched layer. The
absorption coefficient r varies with x or y as appropriate, increasing with distance into the absorbing layers.
While the simple sponge introduces a stable complex frequency via the transformation o/ot ? o/ot + r, care
may be needed numerically to guarantee that the size of the time step s is consistent with a Courant condition
rs [ 1.

What happens if the auxiliary fields of the perfectly matched layer were all set to zero? Eqs. (9)–(11) are not
needed, and what is left of (6)–(8), when generalized to allow for an external solution, describe the pretty good
sponge introduced by Lavelle (2006):
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Just as for the perfectly matched layer, only u and g are absorbed in the x-direction and v and g in the
y-direction,4 with rx varying with x and ry varying with y.

For all three methods boundary conditions must be specified at the outer limit of the absorbing zone. One
possibility is to use radiation conditions to terminate the sponge layer (Petropoulos, 1998), but if there has
been sufficient absorption, that should not be necessary. With strong absorption the solution is forced toward
the external solution, and as the increase over the last grid cell can be regarded as achieving an infinite absorp-
tion rate, the external solution can provide values at the boundary. An easily implemented alternative is to
require that derivatives normal to the boundary of differences from the external solution should vanish. That
is the approach taken in the examples below.

The values chosen for the absorption rates rx and ry can depend on the details of the discrete formulation
of the equations, as numerical instability might limit their values. For this case involving the collapsing Gauss-
ian mound, as well as for those to follow, the maximum absorption rate was set by rmaxs = 0.9, where s is the
time step used for the temporal integration. Within the layers absorption increases quadratically with distance
d from the inner edge of the absorbing zone (Fig. 2); e.g., rx = rmax(d/D)2, where D is the width of the absorb-
ing zone where rx 6¼ 0. For all cases considered here, the widths of the absorbing zones were taken to be
approximately5 10% of the span of the computational domain in the corresponding direction. Values for rx

and ry were always the same for the pretty good sponge as for the perfectly matched layer. For the simple
sponge, r was taken to be the same as the sum rx + ry in all sponge zones, so that its absorption of g would
be the same as for the pretty good sponge. When using perfectly matched layers, a value must be assigned to k
that will control the instability attributed to the introduction of auxiliary fields; trial and error led to the choice
of ks = 1.66.

To be able to evaluate how well the different absorbing layers prevent reflections, a solution without reflec-
tions is needed. This solution is generated using a grid that is much wider than the region of interest, and com-
parisons are made during an interval short enough to guarantee that no reflections from the boundaries of that
larger grid have time to return. The region of interest is taken to be a square 1020 km on a side, and the ref-
erence solution is generated within a 3840 km square, as shown in Fig. 1. So if the first disturbance leaves the
region of interest in 3 h, no reflections from the boundary of the larger grid can be expected for another 16 h.

The initial disturbance is a Gaussian-shaped mound of water: g(x,y, t = 0) = g0exp(�(x2 + y2)/R2) with
g0 = 1 m, R = 50 km, and the coordinate origin at the center of the square domain. The water is initially at
rest, not in geostrophic balance. With basin depth of H = 100 m, the shallow-water wave speed isffiffiffiffiffiffiffi

gH
p

� 113 km=h and, with a Coriolis latitude of 45�, f = 1.028 � 10�4 s�1 and the Rossby radius isffiffiffiffiffiffiffi
gH
p

=f � 300 km. The adjustment to rotation consists of waves radiating outward and a small geostrophi-
cally balanced residual within the region of interest. The focus in this example is more on allowing the distur-
bance to depart than on the residual balanced circulation, the accuracy of which might be affected by the
treatment of the open boundaries. So the external solution for the sponge region is taken to be the same homo-
geneous solution (all fields zero) as would be appropriate for the non-rotating case.

Fig. 3 illustrates the progression of the wave train as the mound collapses. The color-filled contours show
results for the reference solution limited to the domain of interest at hourly intervals, starting 4 h after the
initial conditions (lower-left panel) and ending at 9 h (upper-right). Overlaid are line contours at the same
2 cm spacing showing corresponding results for the perfectly-matched-layer solution. The red peak and trail-
ing blue trough can be seen to exit the domain with minimal reflections, and the line contours can be seen to
align well with changes in color. After the waves have exited, a residual geostrophically balanced mound of
water remains, and far from its center the water elevation is essentially zero.

Fig. 4 shows another view of the same solution. Cross sections through the surface-elevation field along the
x-axis are plotted for the same times shown in Fig. 3. For clarity, successive curves are displaced vertically,
e.g., the amplitudes of the yellow curve for t = 9 h read 5 cm higher than they actually are, while the ampli-
tudes of the red curve for t = 4 h are correctly indicated on the vertical axis. Note that the 1 m height of the
initial mound leads to a first wave with peak amplitude of less than 8 cm entering the absorption layer
4 Lavelle (2006) used only half the sum of rx and ry for absorbing g and obtained good results.
5 The number and size of grid cells precluded a precise 10%.
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followed by a trough with slightly larger but negative amplitude. For each time, the perfectly-matched-layer
solution has been superimposed over black curves representing the reference solution. Agreement within the
domain of interest is sufficiently good that the superimposed curves generally obscure the reference solution.
The largest differences are seen at the edges after the adjustment waves have left the domain. Damping of the
residual geostrophically balanced circulation within the absorbing zones may contribute to these differences.

Fig. 5 shows results for the pretty good sponge and for the simple sponge, corresponding to those for the
perfectly matched layer in Fig. 3. It is necessary to look quite closely at the upper panels to see differences
between results using the pretty good sponge and those for the perfectly matched layer. However, results using
the simple sponge, while not bad, are clearly worse than those using the other two techniques.

As the contour plots of the solutions look quite similar for all three open-boundary techniques, it is useful
to focus on their errors, i.e., on their differences from the large-grid reference solution. Fig. 6 shows the max-
imum, minimum, and median errors of the surface elevation over the entire region of interest as a function of
time for the three techniques. The peaks on the curves for the maximum errors occur when peaks of the wave
train from the collapsing mound reach the corners of the domain, and the troughs on the curves for the min-
imum errors occur when troughs reach the corners. In both cases, extremes of the limited-area computations
are less than those for the reference solution, indicating that damping within the absorbing zone has the side
effect of also damping within the region of interest. In evaluating the relative performance of the three tech-
niques, note that these statistics show the performance of computations using the simple sponge to have
noticeably larger errors, while those using the pretty good sponge are very nearly the same as those when using
a perfectly matched layer with the curves indicating maximum and median errors for the former almost
obscuring those for the latter.
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3. Moving eddy

One issue that was not addressed by the example of the previous section was what to do when damping all
fields to zero does not seem sensible. For example, if an eddy should propagate out of the region of interest, it
is easy to imagine that reduction of its amplitude within an absorption layer would lead to an unwanted loss of
amplitude for the part of the eddy still within the region of interest. To address such concerns, the absorption
zone can damp the fields, not to zero, but to an external solution.

An eddy swept out of the open domain by an advecting flow provides a good example for examining this
problem. Navon et al. (2004) and McDonald (2002) addressed this problem via the shallow-water equations
linearized about a uniform background flow, the former using a variable-splitting version of the perfectly
matched layer and the later using transparent boundary conditions without an absorbing layer. While we
too could discuss this example within the same framework, we preferred to use the nonlinear shallow-water
equations, as they provide a better proxy for a more general ocean model. Doing so raises the issue of how
to maintain the steady flow that should advect the eddy. We do this by damping deviations from this flow
in the sponge zones; there the external solution is characterized by a geostrophic surface tilt supporting a
steady, uniform current.6 If initial disturbances within the domain of interest are allowed to propagate away,
then for a basin with a flat bottom what is left should be the advecting flow that is maintained by the external
solution imposed within the absorbing layers. Thus, the external solution can be expected to get the informa-
tion about the advecting flow into the computations. Departures from this external solution will be absorbed,
so we can also expect that interior disturbances can exit. However, as this choice for the external solution pro-
vides no information about the nature of the eddy as it leaves the region of interest, we can expect the eddy’s
6 Note that the external information is provided everywhere in the sponge zones without diagnosing what should be coming in or going
out. This can be contrasted to radiation methods’ need to determine for which boundary points external information should be imposed.
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strength to be diminished as it passes through the sponge zone, and we can expect the weakened eddy’s cir-
culation to impact the solution within the region of interest.

The nonlinear shallow-water wave equations are:
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In the sponge zones the zeros on the right-hand sides are replaced with the absorbing terms from the right-
hand sides of (12)–(14) for the simple sponge and with those from (15)–(17) for the pretty good sponge. It
is not clear how to obtain absorbing terms for the perfectly matched layer for the nonlinear equations. Even
for the equations linearized around a state with uniform flow, problems with instabilities have required special
treatment (Hu, 2001; Abarbanel et al., 1999).

Computations were made using the same large domain described in Section 2 to get a reference solution.
The initial surface elevation was the same Gaussian used for the stationary mound of the previous examples
added to a geostrophic tilt balancing a uniform current ue = ve = 5 m/s, while the initial velocity field was the
sum of the external flow and a geostrophic flow balancing the slope of the initial mound. As this does not
achieve nonlinear balance between the elevation and velocity fields, in the first hour adjustment waves prop-
agate away, reducing the height of the rotating mound from 1.0 m to 0.9 m where it remains until the anticy-
clonic eddy has left the region of interest.7 The color-filled contour plots of the reference solution for the
surface elevation at 2-h intervals (Fig. 7) show the eddy, with steady amplitude and shape, as it approaches
and passes out the northwest corner of the region of interest. Similar plots would show that both the simple
sponge and the pretty good sponge produce solutions free of boundary reflections but with exiting eddies of
diminished strength.

Figs. 8 and 9 show differences between the reference solution for the advected eddy and the solutions using,
respectively, the simple sponge and the pretty good sponge. The positive errors indicate an eddy with dimin-
ished amplitude approaching the corner of the region of interest; about 50% more undesired attenuation can
th the mean basin depth taken to be 500 m, adjustment waves quickly left the region of interest. Because sponge zones for the large
n controlled reflections, any adjustment waves re-entering the domain were negligible when compared to the eddy.
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be seen for the simple sponge than for the pretty good sponge. Clearly, absorbing the eddy within the sponge
zone is affecting the solution within the domain of interest. Nevertheless, even with no information about the
nature of the eddy in the sponge zone, results are not too bad; reflected waves are not a problem, and after the
eddy leaves the solution returns to the desired uniform flow.

In some circumstances information about the nature of the solution outside the region of interest is avail-
able from a larger-scale model. Here, the reference solution on the larger grid can provide such information.8

Using it as the external solution should prevent the undesired attenuation of the interior solution, as only
deviations from the sponge zone’s advecting eddy would be absorbed.
8 If the reference solutions were sampled at coarser resolution and interpolated, the computations would resemble those for grid nesting.
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Not only should improved information provide a better exit through the open boundary, information
about an incoming eddy should allow it to enter. McDonald (2002) considers such a case, using boundary con-
ditions to provide information about the incoming eddy. Here the parallel example, with absorbing layers,
shows the value of a good external solution within the sponge zone in introducing an eddy into the interior
region. After reflecting on the mechanism to get the eddy in, it is easier to understand the value of an external
solution in the sponge region as the eddy exits.

Fig. 10 compares the solution obtained using the pretty good sponge with the reference solution from the
extended grid for an eddy entering and then leaving the open domain. The computational set up is essentially
the same as for the previous example, except that the center of the eddy is initially located 1358 km southwest
of the center of the open domain. As the eddy approaches the region of interest, the external solution provides
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the pretty good sponge information about its arrival, and later, after it progresses through the domain, about
its departure. The lower-left panel shows the eddy entering, and subsequent panels show its progress at 8-h
intervals. Colors indicate the reference solution, while the line contours at 10-cm intervals indicate the solution
using the pretty good sponge. The line and color contours are nearly congruent, indicating that the pretty
good sponge effectively passes information about the eddy as it enters and leaves as well as information about
the advecting flow that carries it through the domain.

Fig. 11 gives a better view of the differences, showing them to be roughly three orders of magnitude smaller
than the modeled feature. Largest errors can be seen along the southern boundary as the eddy enters; the
surface elevation far from the eddy’s center is too large, so errors are negative, indicating that the external
solution within the sponge zone does not initiate a sufficiently strong outward flow. Eight hours later, after
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the eddy has almost completed its entrance, the sign changes, indicating the far-field elevation along the south-
ern boundary is now too small. After another eight hours, the sign changes again and the magnitudes decrease.
Errors continue to decrease in magnitude as the eddy crosses the domain and appear to be a pattern attached
to the advecting eddy.

When the same example was repeated using the simple sponge, results were similar but better, especially
during and following the eddy’s entrance into the open region, as can be seen in Fig. 12. It appears that
providing information about the component of velocity parallel to the boundary helps to get the eddy into
the open domain. This case suggests that the simple sponge might be better suited for nested-grid applica-
tions where high-quality external information is available. On the other hand, for applications where a min-
imal amount of external information exists, the previous cases suggest that the pretty good sponge might be
better.
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4. Equatorial soliton

While the example of the advected eddy could have been treated with linear equations, an equatorial soliton
provides an intrinsically nonlinear example. Haidvogel and Beckmann (1999) used it to examine the fidelity of
numerical results in several of their ocean models, and Marchesiello et al. (2001) to test their open boundary
conditions. As the soliton preserves its shape through a balance between nonlinearity and dispersion, it is
interesting to see to what extent reducing its amplitude within the absorption zone destroys its shape. Just
as with the propagating eddy, there is the issue of what external solution should be specified in the sponge
zones. Damping differences from zero can be anticipated to reduce the soliton’s amplitude as it passes through,
possibly with negative consequences within the region of interest.

Using a perturbation approach Boyd (1980, 1985) sequentially provided the zeroth and first-order analytic
expressions for a soliton on a beta plane. His lowest order solution is used here to initialize g, u, and v for a
westward propagating equatorial soliton. It assumes the equivalent barotropic depth H to be uniform, it
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depends on the earth’s radius a and rate of rotation X through Lamb’s non-dimensional parameter E = 4X2a2/
gH, and its amplitude is specified by the non-dimensional parameters B and A = 0.772B2:
g ¼ AHsech2 Bðx� x0Þ
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where the length scale L ¼ a=
ffiffiffiffi
E4
p

is set by the radius of the earth, and where y = 0 corresponds to the
equator.
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The domain of interest for the soliton computations spanned 12,240 km in longitude and 2040 km in
latitude and was centered on the equator, with the initial center of the soliton at x0 = 2520 km. The absorbing
zones extended 1560 km in the ±x directions and 260 km in the ±y directions. The reference solution was com-
puted in a 36,960 km by 4080 km domain surrounded by sponge zones with widths of 4560 km and 520 km,
respectively. The equivalent barotropic depth H was set at 1 m. With B = 0.394, the initial soliton amplitude
was 16.9 cm, giving a maximum westward current of 0.92 m s�1. This configuration produced a soliton with
non-negligible amplitude within the northern and southern sponge zones, mimicking the condition that Marc-
hesiello et al. (2001) imposed on their test problem.

Fig. 13 shows the reference solution for the surface elevation, sampled every five days, as the soliton prop-
agates to the west and out of the domain of interest. As the numerical soliton adjusts to its zero-order analytic
initialization, it spawns a small wake that moves eastward out of the domain, leaving a slightly reduced ampli-
tude that can be seen when examining results for day five.9 As time progresses, the soliton can be seen to main-
tain its shape and speed. Low-amplitude variability unrelated to the soliton can also be seen in the reference
solution.

Plots for the solutions using either the simple sponge or the pretty good sponge would look very much like
those for the reference solutions, so they are not shown. Instead Fig. 14 presents the differences of these solu-
tion from the reference solution. The upper set of panels show errors for the pretty good sponge while the
lower set show those for the simple sponge. The simple sponge solution’s red hues near the northern and
9 A similar adjustment was indicated by Haidvogel and Beckmann (1999) and by Marchesiello et al. (2001).
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southern boundaries indicate that attenuation of the soliton’s amplitude within the northern and southern
absorbing zones reduce the soliton’s amplitude within the domain of interest. Similar errors cannot be seen
for the pretty good sponge. Blue hues at the western boundary as the soliton exits suggests that the speed
of the soliton for the simple sponge solution is somewhat slower than for the reference solution. This could
be due to the reduction in amplitude caused by the northern and southern sponge zones or caused by the wes-
tern sponge zone. Similar but smaller blue patches appear in the panels for the pretty good sponge solution.
The only situation where the errors for the pretty good sponge are noticeably larger than those for the simple
sponge occurs after the soliton has exited; a patch of small positive error can be seen propagating from the
western boundary along the equator in the panels for days 90–100.

Motivated by the extra cost associated with computing within the absorbing layers, an anonymous reviewer
requested a comparison with at least one radiation condition. Because it is relatively easily implemented, we
chose the popular Flather (1976) condition. Anticipating different accuracy would complicate a comparison of
cost, we chose a configuration where computational costs would be similar so that accuracy could be com-
pared; this was done by enforcing the radiation conditions at the outer boundaries of the (now absorption-
free) sponge zones. Results using the Flather boundary conditions showed that the eastward moving waves
from the initial adjustment reflected from the eastern boundary causing growing negative amplitudes, which
became so large that it became impossible to simulate the soliton leaving the domain. While some other radi-
ation/characteristic condition might provide stable and better results than sponge methods at comparable
computational cost or comparable results at lower cost, it is worth noting that Marchesiello et al. (2001)
had to supplement their radiation conditions with nudging and sponge layers to get acceptable solutions.

5. Conclusion

The comparisons of open-boundary techniques for simulating the collapse of an initially stationary mound
of water show that using the pretty good sponge gives comparable results to those obtained when perfectly
matched layers are used, whereas the results for the simple sponge are noticeably worse. For the perfectly-
matched-layer technique the external solution does not enter the formalism explicitly; instead, absorbing
outgoing waves until their amplitudes vanish implies an external solution for which all fields are zero. For
the other two techniques the external solution was explicit: the waves should exit into a flat, motionless exter-
nal domain. Due to the earth’s rotation, the collapsing mound should ultimately reach geostrophic balance
after adjustment waves have radiated away, but because the adjusted solution is not necessarily zero in the
absorption zones, absorption can continue even though it is not needed.

A better examination of the role of the external information was provided by the example of an eddy mov-
ing through the open boundary. Unfortunately, as the state of the art of perfectly matched layers has not yet
reached the point where it can be used for problems where external information must be specified, only the
performance of the pretty good and simple sponges could be compared. When the external solution provided
information only about the advecting flow but not about the nature of the part of the eddy outside the open
domain, the pretty good sponge performed better than the simple sponge. However, when information was
provided about the external part of the eddy, while results from both methods benefited substantially, the sim-
ple sponge gave the better solution. Together, these results suggest that the simple sponge might be preferred
for situations where very good external information is available, such as for nested-grid applications, whereas
the pretty good sponge might be preferred when less is known about the external situation.

The equatorial soliton provided an intrinsically nonlinear case. Even with no external information about
the soliton in the absorbing layers, the results were quite good, with those for the pretty good sponge being
consistently better than those for the simple sponge. Much of its superiority can be attributed to not absorbing
the component of momentum parallel to the open boundary. The simple sponge, which does absorb this com-
ponent, has noticeable errors near the northern and southern boundaries as the soliton propagates toward the
west.

The examples used here to examine the performance of the pretty good sponge had all been used previously
to test other methods for handling open boundaries. The collapsing mound and the advected eddy were used
by McDonald (2002) to test his radiation method and by Navon et al. (2004) to test their perfectly-matched-
layer approach, while the equatorial soliton was used by Marchesiello et al. (2001) to test their radiation
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boundary condition approach. In every case the results obtained here using the pretty good sponge and simple
boundary conditions agree favorably with the results shown in these papers.

Why is the performance of the pretty good sponge so good? The intent here has been only to explore its
ability with a few examples, not to present a mathematical analysis of its properties, but a few comments
in that direction may be appropriate. Recall that the prescription for the pretty good sponge was taken from
that for the perfectly matched layer, which is based on the complex wave number transformation (4) and (5).
The idea behind this transformation is to introduce spatial absorption while preserving the dispersion equa-
tion for waves of all frequencies. The analysis of perfectly matched layers in terms of complex wave numbers
and real frequencies, which is intended to guarantee the absence of reflections, is at odds with the stability
analyses, which deal with complex frequencies and real wave numbers; and the fact that instability has been
an issue for perfectly matched layers indicates that deeper understanding is needed. Empirically, the instability
can be controlled by introducing decay terms to control the growth the auxiliary variables introduced by the
transformation. On the other hand, eliminating the auxiliary terms entirely leads to the pretty good sponge.
The distinction between absorption at x and y boundaries is all that remains of the complex wave number
transformation. For the shallow-water wave equations linearized about a state of no motion, this distinction
manifests as a different treatment for u and v: the component of velocity parallel to the boundary is not

absorbed. Why this is effective still deserves further study, but what is clear is that its origin is in the dispersion
equation.

Because the complex wave number transformation makes explicit reference to the coordinate axes, both
components of velocity are absorbed in the corner zones, albeit at different rates. Moreover, the largest errors
for the collapsing mound were near these corners. This suggests that the perfectly matched layer might benefit
from a coordinate-free formalism. For example, (4) and (5) might be replaced by a single expression suitable
for a general curvilinear boundary with the normal direction at any point within the sponge zone being toward
the closest point on the boundary.

While the success of the pretty good sponge for the collapsing mound example might be attributed to its
origin in the perfectly matched layer, as its form was obtained from the linear equations used in that example,
there is still the question of why it should work so well for the nonlinear examples. For those involving the
advecting eddy, a plausible explanation might be that the solution within the sponge zone closely resembles
the solution for equations linearized about the specified external solution, so that the dispersion equation
for the disturbances that are damped is qualitatively like those of the linear example. However, this explana-
tion is not convincing for the example of the equatorial soliton, where nonlinearity balances dispersion to
maintain the shape and speed of the wave. No guidance is available from the community developing perfectly
matched layers, as they have not yet addressed nonlinear equations nor the use of external information.

The examples with advected eddies clearly show that the external solution specified in the absorbing layers
plays two roles. The first is to maintain the flow needed to advect the eddies and the second is to introduce
information about there being an eddy within the advecting flow. The first is mandated by the use of nonlinear
equations, which require boundary information to sustain the advection. If these examples had been addressed
using linearized equations as did Navon et al. (2004) and McDonald (2002), the advection would be built in
and boundary conditions would be focused on the second role. Specifying the advecting flow of this example is
like specifying climatic conditions as the external solution in more general situations, bringing in the minimum
information needed to have a meaningful solution. For the motivating problem of topographic scattering of
tides, the tidal flow at the boundary sets the context, but the problem of allowing the waves to exit remains.

It should be emphasized that the external information is provided everywhere within all sponge zones. To
see why this should work consider the simpler case of the advection equation, which captures the essence of
wave propagation along characteristics. As the advecting flow brings the field n into the domain, the external
solution ne determines how much is brought in; on the other hand, when the flow is out of the open domain, ne

has no way to influence the interior. As the shallow-water wave equations are hyperbolic, they can be analyzed
in terms of characteristic variables, each obeying an advection-like equation. Consequently, even though the
characteristics might enter or exit the domain at any angle, along any given characteristic the associated var-
iable should get its value when entering from the external solution and should be allowed to exit even though
an external solution has been specified. The principal worry is that the specified external solution should sup-
ply the needed information and not inject misinformation. When the information is guaranteed to be excellent,
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like in the example with the entering/exiting eddy, it is not surprising that the simple sponge did better, as it
exploited all of the information. What is less clear is why the pretty good sponge injected less misinformation
when the external solution provided no information about the eddy.

This ability of absorbing-layer methods to use the provided external information directly can be contrasted
with radiation methods’ need to diagnose sites of inflow where external information should be used. That need
originates from the necessity of providing boundary conditions locally. In contrast, sponges allow the external
information to be introduced through the governing equations. This obviates the problems of mis-diagnosing
inflow/outflow and of selecting which waves pass out most effectively. However, this advantage comes at the
computational price associated with extending the domain beyond the primary region of interest. On the other
hand, the cost of implementing absorbing-layer methods is quite low, whereas considerably more care is often
needed to make radiation methods compatible with the ocean model’s numerical scheme.

The conclusion to be drawn from these examples is that the pretty good sponge can be used to handle open
boundaries in rather general circumstances. Not only does it allow outgoing disturbances to leave the domain,
but it also provides a way to incorporate external information, even for nonlinear flows. As it is easy to imple-
ment, it can be incorporated into existing limited-area ocean models with very little effort, allowing its utility
for a wide range of problems to be gauged.
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