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ABSTRACT

Expendable bathythermograph (XBT) data provide one of the longest available records of upper-ocean

temperature. However, temperature and depth biases in XBT data adversely affect estimates of long-term

trends of ocean heat content and, to a lesser extent, estimates of volume and heat transport in the ocean.

Several corrections have been proposed to overcome historical biases in XBT data, which rely on constantly

monitoring these biases. This paper provides an analysis of data collected during three recent hydrographic

cruises that utilized different types of probes, and examines methods to reduce temperature and depth biases

by improving the thermistor calibration and reducing the mass variability of the XBT probes.

The results obtained show that the use of individual thermistor calibration in XBT probes is the most

effective calibration to decrease the thermal bias, improving the mean thermal bias to less than 0.028C and its

tolerance from 0.18 to 0.038C. The temperature variance of probes with screened thermistors is significantly

reduced by approximately 60% in comparison to standard probes. On the other hand, probes with a tighter

weight tolerance did not show statistically significant reductions in the spread of depth biases, possibly be-

cause of the small sample size or the sensitivity of the depth accuracy to other causes affecting the analysis.

1. Introduction

Expendable bathythermograph (XBT) data have

provided an invaluable historical record of global upper-

ocean temperature, and they still play a significant role

in monitoring cross-transect currents and heat transport

at mesoscale spatial resolution and on time scales up to

decades. The importance of XBT data to the global in-

ventory of temperature profiles results from their easy

deployment and low cost. In an XBT profile, the depth

z(t) is estimated using a fall-rate equation (FRE):

z(t)5At2Bt2, (1)

where the coefficients A and B are both positive and

dependent on the XBT type, and t is the time since the

probe hits the water. Coefficient A is related to theCorresponding author: Marlos Goes, marlos.goes@noaa.gov
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terminal velocity of the probe, while coefficient B

accounts for probe weight loss as the wire uncoils.

Temperature is measured by a thermistor located at the

probe’s nose. As water passes through the nose, the

resistance value in the thermistor is recorded and pro-

cessed by the acquisition system and translated into a

temperature record.

Systematic errors have been discovered in XBT data

since the 1960s (Hazelworth 1966; Flierl and Robinson

1977; Seaver and Kuleshov 1982). A large effort by the

scientific community has been dedicated to quantifying

these errors by comparing XBT data with conductivity–

temperature–depth (CTD) temperature profiles (Flierl

and Robinson 1977; Anderson 1980; Hallock and

Teague 1992), satellite altimetry observations (DiNezio

and Goni 2010), and high-resolution bathymetry data

(Good 2011; Gouretski 2012), among others.

A consensus had been achieved within the oceano-

graphic community to update the coefficients of the

FRE [Eq. (1)] provided by the manufacturer (NOAA

2002) with those derived from the comparisons of hun-

dreds of pairs of XBT and CTD profiles (Hanawa et al.

1995, henceforth H95). More recent studies, however,

have shown that these updated coefficients could be

further improved, as discrepancies were found between

ocean heat content estimates from numerical models

and those calculated using historical XBT data corrected

with the H95 coefficients (Bindoff et al. 2007). These

discrepancies were partially explained by the detec-

tion of time-variable XBT biases (Gouretski and

Koltermann 2007). Further studies revealed that XBT

biases consist of systematic depth errors and an in-

dependent temperature bias (e.g., Gouretski and

Reseghetti 2010; Cowley et al. 2013; Cheng et al. 2016).

Corrections in the FREmust take into account several

factors: 1) new FRE coefficients that are time dependent

(H95; Gouretski and Reseghetti 2010; Wijffels et al.

2008; DiNezio andGoni 2011; Cowley et al. 2013; Cheng

et al. 2014), temperature dependent (Thadathil et al.

2002; Kizu et al. 2005; Cheng et al. 2014) and probe type

dependent (Gouretski and Reseghetti 2010; Kizu et al.

2011; Cowley et al. 2013); 2) pure temperature biases

independent from depth estimates (Cowley et al. 2013;

Heinmiller et al. 1983; Reseghetti et al. 2007; Roemmich

and Cornuelle 1987; Gouretski and Reseghetti 2010;

Hamon et al. 2012; Cheng et al. 2014); and 3) depth

offsets caused by the initial velocity of the XBTs in the

water as a result of the deployment height or the con-

ditions of the probe entry in the water (Gouretski and

Reseghetti 2010; Cowley et al. 2013; Cheng et al. 2014;

Bringas and Goni 2015; Abraham et al. 2014; Gorman

et al. 2014; Shepard et al. 2014). Because of the multi-

plicity of these factors, the development of correction

schemes has mostly relied on the constant assessment of

errors using side-by-side XBT and CTD deployments,

which can be very time consuming and also dependent

on the quality (and actual comparability) of the data and

the particular method used in the analysis (Hamon et al.

2012; Cheng et al. 2016).

Efforts to produce a ‘‘climate quality’’ XBT probe are

underway, and some ideas proposed include adding one

or more pressure switches (Goes et al. 2013) to reduce

depth biases and to improve thermistor calibration

(Reseghetti et al. 2007), and applying stricter controls

upon probe weight and shape (Kizu et al. 2011).

Such technical improvements could potentially reduce the

need for the continuous development of bias corrections.

In collaboration with Lockheed Martin/Sippican

(LMS), the largest manufacturer of XBT probes,

NOAA/AOML performed several side-by-side XBT

and CTD deployments. The XBT probes used were the

Deep Blue model, which is currently the one most uti-

lized for oceanographic purposes (Cheng et al. 2016).

A subset of the probes featured tighter controls of their

physical properties in addition to better calibrations,

which are expected to improve the accuracy of their

temperature and depth estimates.

The main objective of this paper is to examine the

potential of such physical and calibration improvements

to reduce systematic errors in XBT temperature and

depth estimates. This manuscript is organized as follows.

In section 2 we explain the cruise data collected, probe

properties, and corrections. In section 3 we combine all

the cruise data and examine the significance of the

temperature and depth bias reductions. In section 4 we

present our conclusions and recommendations.

2. Data and methods

a. Data

The data used in this study were collected during three

hydrographic cruises in the North Atlantic (Fig. 1). In the

first cruise, carried out in February 2012 for the Western

Boundary Time Series project (WBTS2012), 21 standard

Deep Blue (DB) probes [serial numbers (S/N) 1182082–

1182105] and 22 DB probes in which the standard

thermistors were replaced with specially screened thermis-

tors (so-called experimental probes; S/N 1182106–1182129)

were deployed along six CTD stations. The screening

process guaranteed that the residual difference between

the measured and bath temperatures (Tbath) was smaller

than 0.058C. This experiment aims to quantify the tem-

perature bias reduction as a result of improvements in

the thermistor physical properties.

The second experiment was performed in November/

December 2013 during the Prediction and Research
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Moored Array in the Tropical Atlantic (PIRATA)

Northeast Extension cruise (PNE2013b). In this exper-

iment 96 DB XBT probes were deployed, collocated

with CTD stations, comprising three types of probes:

1) standard (S/N 1212792–1212815), 2) experimental

(S/N 1212720–1212743), and 3) ‘‘tighter weight toler-

ance’’ (TWT; S/N 1212744–1212791). The TWT probes

featured screened thermistors identical to the experi-

mental probes but with an improved weight tolerance

(reduced variance) of the probe. The nominal weight of

theDeep Blue probe nose cones is 575 g, with a standard

weight tolerance of 61.0 g according to the manufac-

turer’s specifications (G. Johnson, LMS, 2017, personal

communication). The nose weight tolerance for TWT

probes deployed during the PNE2013b was reduced

to 60.1 g (Fig. 2). The nominal wire weight of the

probe’s spool in the DB probes is 105 g, with a tolerance

of61.5 g. In the TWT probes, this wire weight tolerance

was reduced to 61.0 g. No such constraint was applied

with respect to the plastic body of the probe, because it is

not only much lighter (approximately 51 g) but also

neutrally buoyant. Therefore, the standard probes

have a total manufacturer tolerance of 62.5 g, and the

TWT constraint reduces this weight tolerance by ap-

proximately half. A previous study examined the phys-

ical properties of the XBT probe (Reseghetti et al. 2007)

and measured a higher total weight variability of 65.0 g

in standard probes; thus, the manufacturer’s tolerance

may underestimate the weight variability of the probe.

Besides examining the different probes, this experiment

allowed us to test three different approaches to cor-

recting the data [see section 2b(3) for details].

The third experiment was carried out in December

2015 (PNE2015). During this experiment, a total of

44 standard DB probes (S/N 41–84) were deployed

along CTD stations. This experiment was performed as

FIG. 1. Location of the side-by-side deployments. Three cruises analyzed includeWBTS2012

(green squares), PNE2013b (blue squares), and PNE2015 (red squares). Squares represent the

locations of the CTD casts and the dots the XBT deployments.

FIG. 2. Histogram showing the distribution of (a) wire and (b) nose weights (g) of the TWT probes deployed during

the PNE2013b sea trial.
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an additional test for the thermistor calibration (as de-

scribed in section 2b). The details of the experiments are

summarized in Table 1. All three cruises were conducted

aboard R/V Ron H. Brown, using a manual XBT

launcher, and an acquisition system that consisted of a

Sippican MK21 readout card and a PC. The estimated

mean deployment height above sea level was 4.4 m,

which according to Bringas and Goni (2015) can

produce a maximum depth offset of approximately

50 cm—much smaller than the standard deviation of the

depth offset estimates presented here (section 3b).

b. Methods

1) CTD VERSUS XBT COMPARISON: THE

TEMPERATURE GRADIENT METHOD

Wequantify the errors in theXBT data using CTDdata

as the ground truth. The CTDmodel used in the sea trials

is the Sea-Bird Scientific SBE 911, with a nominal tem-

perature accuracy of 0.0018C and a nominal depth reso-

lution of 0.015m. The actual accuracy (and comparability)

of the CTD profile varies depending on the sensor posi-

tion in the rosette because of small-scale turbulence and

the time difference between the XBT and CTD de-

ployments, because of internal waves in the ocean. Strong

differences were sometimes observed between the corre-

spondingCTDupcasts and downcasts. In this studywe use

the downcast profile, because the sensor was located on

the bottom of the rosette. The average depths of the CTD

casts were around 1500 m. The XBTs were deployed

either before or after a CTD cast, with time differences

of less than 2h since the CTD cast was initialized.

Systematic errors in XBT measurements can be

approximated as

(i) a pure temperature bias, which is unrelated to

depth biases and may be produced by the sensor

or acquisition system, including a poorly calibrated

thermistor, wire resistance imbalance, cables, or

analog-to-digital (A/D) conversion (Roemmich

and Cornuelle 1987);

(ii) a depth offset, which is linked to the initial orien-

tation and fall speed of the XBT in the water, and

also an offset in the time response of the thermistor

or acquisition systems (e.g., Thresher 2014);

(iii) a linear depth bias, which is caused by inaccurate

fall-rate coefficients (e.g., Flierl and Robinson

1977; Hanawa and Yoritaka 1987).

Following previous studies (e.g., Goes et al. 2013), we

define the two depth errors—a depth offset Z0 and a

depth linear bias Zd–such that

z
XBT

2 z
CTD

5Z
0
1Z

d
z
CTD

6 «
z
, (2)

and a pure temperature bias approximated by a

temperature offset T0 that is calculated after the depth

errors are removed from the temperature profile:

T
XBT

2T
CTD

5T
0
6 «

T
. (3)

The residuals «z and «T are assumed to be randomly

distributedwith zeromean and uncorrelated, although the

latter assumption is rarely met. No attempt was made to

model the dependence of these biases [Eqs. (2) and (3)] on

the local temperature (i.e., viscosity), so a potential cor-

relation may still remain in the residuals within a profile.

The depth errors are calculated against the H95 FRE,

using a temperature gradient method (e.g., Hanawa et al.

1994; H95). This method compares temperature gradi-

ents of the XBT and CTD profiles within a certain depth

range (window), and locates the mean depth of the win-

dow that produces the best match. The criteria for the

best XBT depth match is where 1) the RMSE is mini-

mum, 2) the correlation is maximum, and 3) the mean

temperature difference (DT) is less than a threshold of

the 95th percentile of DT in the whole profile. Constraint

3 is done to restrict the best window locations to a nearby

depth relative to the CTD cast. This optimization is

performed twice, first with a moving depth window of

50m and later with a window of 90m and the DT

threshold relaxed to DT 1 18C. Before applying this

method, the data are interpolated to a depth step of 1 m,

and filtered with a 7-point median and an 11-point Han-

ning window. XBT profiles that do not reach the depth of

600 m—or those that present too many spikes caused by

wire insulation leaks (see Cook and Sy 2001)—are man-

ually excluded from the analysis. The corrected depth is

also filteredwith an 11-pointHanningwindow. The depth

error parameters are estimated using a least squares fit

between 100 and 680 m, where the method performance

is better and only the profiles that produce a good match

(i.e., correlation) are included in the analysis.

2) THE T–R EQUATION

The temperature-resistance (T–R) equation for a

thermistor is given by the modified form of the Steinhart

and Hart (1968) equation:

T5
1

A
0
1A

1
log(R)1A

2
log(R)21A

3
log(R)3

h i2273:15,

(4)

where temperature T is given in degrees Celsius and

the resistance (R) is given in ohms. The current

values of the constant parameters used by Sippican

are A0 5 1.290 1233 1023, A1 5 2.332 252 93 1024,

A2 5 4.579 129 33 1027, and A3 5 7.162 559 33 1028.

1950 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 34



The temperature precision in typical XBT tempera-

ture recorders is truncated to one decimal digit be-

cause of the precision restrictions of the equipment.

In our analysis, we use the full precision resulting

from the T–R equation [Eq. (4)], since vertical gra-

dients of temperature are better represented this way

(Fig. 3b). This may potentially improve the compar-

ison with the CTD using the gradient method.

3) CORRECTIONS APPLIED TO THE PROFILE DATA

In addition to the different probes used in the sea

trials [see section 2b(1)], three postprocessing correc-

tions to the XBT data are used when possible. These

corrections are intended to counteract some of the

biases that may be produced by the XBT system. The

corrections are 1) wire imbalance correction, 2) static

bath thermistor calibration, and 3) thermal time con-

stant. They are detailed below.

(i) Correction 1: Wire imbalance

The thermistor in the XBT probe is physically con-

nected by two wires (‘‘A’’ and ‘‘B,’’ respectively) to the

probe’s spool. The thermistor is located in the loop

between wires A and B. A wire balance resistor is

located inside the canister and is intended to cancel the

differential resistance of the two leads (Fig. 4). How-

ever, there may be a residual unbalanced resistance

that is dependent on the environmental temperature

at launch, and it would cause an offset to the resistance/

temperature profile. To correct for the residual wire

imbalance, the wire resistances were measured for

leads A and B at a given temperature. Before the probe

deployment, the balance resistance was once again

measured. The resistance of lead A was then subtracted

from the resistance of lead B (B minus A) and from the

measured resistance. This result was then added to the

resistance profile measured by the probe. The new

resistance profile is used as an input in the R–T equation

[Eq. (4)] to calculate the new temperature values (Fig. 3).

(ii) Correction 2: Thermistor characterization
(calibration)

The thermistor characterization is performed by mea-

suring the thermistor resistance in a tightly controlled

temperature bath (Georgi et al. 1980). The ratio between

the measured and ideal resistance values at bath temper-

atureTbath5 158C is used as amultiplying factor to correct

the whole temperature profile. The thermistor R–T

equation is then used to retrieve the ‘‘calibrated’’ tem-

perature from the calibrated probe resistance data (Fig. 3).

(iii) Correction 3: Thermal time constant

The thermal time constant t is the time required to

detect 63% of a step thermal signal in a thermistor fol-

lowing an exponential decay. Its value ranges from 60

to 130ms, and here we assume its maximum value

TABLE 1. Summary of the analyzed experiments. This table is divided horizontally by probe type and vertically by cruise. For each cruise,

the S/N, profile number (corresponding to Figs. 5, 6), and corrections applied are specified.

Probe type

Standard Experimental TWT

Characteristic DB probe DB probe with screened thermistors

(measured and bath temperatures

differ less than 0.058C)

DB probe with screened

thermistors and TWT of 1.1g

Cruise WBTS2012

S/N 1182082–1182105 1182106–1182129 X

Profile cast number 1–15 81–99 X

Correction applied Time constant Thermistor calibration X

Time constant

Wire imbalance

Cruise PNE2013b

S/N 1212792–1212815 1212720–1212743 1212744–1212791

Profile cast number 16–39 100–118 119–165

Correction applied Thermistor calibration Thermistor calibration Thermistor calibration

Time constant Time constant Time constant

Wire imbalance Wire imbalance Wire imbalance

Cruise PNE2015

S/N 41–84 X X

Profile cast number 40–80 X X

Correction applied Thermistor calibration X X

Time constant
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(t 5 130 ms). To correct for this effect, the temperature

profile is shifted backward in time by t seconds. The

thermistor time constant correction can be mathemati-

cally represented by a bandpass filter F 5 (0.008s 1 1)/

(0.13s 1 1), with the low-pass filter defined as the Lap-

lacian transform function Flp 5 1/(ts1 1), where s is the

operator variable, multiplied by a high-pass filter func-

tion Fhp 5 (ths1 1). For the high-pass filter, the value

th 5 0.008 s was selected empirically to give stability to

the filtering and minimal residual errors. To perform

these calculations, we linearly interpolated the XBT

data to produce between 25 and 50 times the initial

number of data points.

4) STATISTICAL METHODS OF DATA

INTERCOMPARISON

We calculate errors among different probe types using

different correction methods. The errors in each XBT

FIG. 3. (a) Difference between the corrected and original temperature profile against the time of descent for wire

imbalance (blue), thermistor calibration (red), time constant (green), and all corrections (black). (b) Vertical

temperature gradient against time for the same XBT profile. A T–R equation was applied in the corrections using

the full resolution (red) instead of the truncated resolution common to XBT files (blue).

FIG. 4. (left) Location of the wire balance resistor (Rb) and the leads (A–C) on the top of the XBT canister.

Balance resistor can be located in either one of the A and B leads. (right) Circuit diagram of an XBT, including the

wire resistances (Rw), the thermistor (Rt), and Rb. (Drawing by Pedro Pena.)
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profile relative to the CTD data are estimated using the

temperature gradientmethod described in section 2b(1).

The statistical error estimate and comparison between

different probes and/or corrections were performed us-

ing an analysis of variance (ANOVA) method (Gelman

2005). The ANOVA method is a multilinear model fit

used to compare the means of different numerical

populations and to determine the relative importance of

different sources of variation in a dataset. In our analysis

we decomposed the mean of each XBT error parameter

population (Y[i], i 5 1:n samples) between two sets of

predictors,

Y[i]5m1a
j
[i]1b

k
[i]1ab

jk
[i]1 «

i
, (5)

which are the probe type (aj; j 5 0:1 probes), where 0 is

the standard probe and 1 is the modified probe; and

correction (bk; k 5 0:4 corrections), where 0 is used for

the uncorrected error values. The coefficient m is the

base case, which is used for the standard probe with no

correction applied. Thus, the parameters aj and bk are

set to zero in the base case (a0 5 b0 5 0), a0 is the es-

timated difference between the modified probe and the

standard probe, and b1:b4 are the estimated differences

between the four types of corrected values and the un-

corrected values. We also accounted for interaction

terms abjk, whereby a certain correction might produce

different outcomes for different probes. The residuals

«i are assumed to be normally distributed [N(0,sj
2)], with

zeromean and variance sj
2 dependent on the probe type.

The statistics of the coefficients are estimated in a

Bayesian framework. Uninformative normal priors are

used for the ANOVA coefficients, and uninformative

Gamma priors are used for the variances of each probe

type. The calculations are performed using a Monte

Carlo (MCMC) method with the Windows Bayesian

Inference Using Gibbs Sampling (WinBUGS) software

(Lunn et al. 2000), using two Markov chains of 20 000

iterations (and a burn-in of 1000 samples).

The differences in the mean between the modified

probes and corrections relative to the standard probe

are significant if the magnitude of the coefficients aj and

bk differ from zero given their respective standard er-

rors. For the variances sj
2, the significance of the dif-

ferences between the standard and modified probes is

given in terms of probability. The probability that the

error in the modified probe population is lower than the

error in standard probe population [P(sj
2 , s0

2)] is

modeled within the MCMC, by calculating the differ-

ence in variance between the errors of the two probe

populations Dy 5 step(s1
2 2 s0

2) using a step function,

which assumes the value Dy 5 1 if (s1
2 , s0

2) $ 0, and

Dy5 0 if (s1
2, s0

2), 0. The percentage difference in the

number of cases in which the step function assumes

values 1 or 0 gives the relative improvement between the

two populations. The same ANOVA approach was

used to evaluate errors in depth (Y[i] 5 z[probe,

correction] 2 zCTD) and errors in temperature (Y[i] 5
T[probe, correction] 2 TCTD).

The experimental and TWT probes were grouped

together as ‘‘experimental’’ for the temperature analy-

sis, and the standard and experimental probes were

grouped together as ‘‘standard’’ for the depth analysis.

3. Results

We compare the side-by-side CTD and XBT data

and examine how the temperature and depth biases in

the XBT are sensitive to corrections and probe im-

provements. The data from the three cruises are ana-

lyzed together to improve statistical robustness and to

assess, via an ANOVA, the relative significance of

improvements resulting from probe type and correc-

tion method. In the ANOVA method, we use the

probes and corrections as the factors [see section 2b(4)

for details].

a. Temperature improvements

The sensitivity of the thermal accuracy was ana-

lyzed by comparing the biases between the standard

and experimental (including TWT) probes. The

thermal bias was calculated after subtracting from

each profile the depth biases estimated using the

gradient method. The temperature offset estimates

are positive for practically all probes deployed with-

out any corrections applied (gray bars in Fig. 5). This

warm bias has been previously reported in the his-

torical record (e.g., Gouretski and Koltermann 2007;

Kizu and Hanawa 2002; Reverdin et al. 2009; Cowley

et al. 2013) and is partially due to uncalibrated

thermistors (Szabados and Wright 1989).

1) PROBE TYPE

A clear distinction can be seen between the standard

probes (casts 1–80 in Fig. 5a) and the probes that

feature screened thermistors (i.e., experimental and

TWT). In general, the magnitude of the thermal biases

is larger for the standard probes than for the experi-

mental probes and is sometimes above the manufac-

turer’s stated tolerance of 0.18C. The results from the

ANOVA for the temperature offset (Fig. 6a) indicate

that the mean bias and standard error for the un-

corrected standard probes is T0 5 0.0738 6 0.0048C,
whereas for the experimental and TWT probes it is

reduced to T0 ;0.0358 6 0.0048C. Averaged over all

the corrections listed in Fig. 6a, the overall bias for the
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experimental probes is T05 0.0228 6 0.0018C (Fig. 6b),

which is just slightly less than the average for the

standard probes (T05 0.0308 6 0.0028C). This is due to
the rebound of errors after the thermistor correction in

some of the standard probes, as we shall see next.

2) CORRECTIONS

Each panel in Fig. 5 shows the sensitivity of the

thermal bias to the different corrections. Although the

overall effect of the wire imbalance correction is to

reduce the thermal bias slightly, neither the wire im-

balance nor the thermal time constant corrections are

very efficient in reducing T0 (Figs. 5a,c). Figure 6a

reinforces this result for the experimental probes. For

the standard probes, using these two corrections re-

sults in an apparent reduction of T0 relative to the

uncorrected estimates, but this is mostly driven by the

larger population of uncorrected probes. Conversely,

the thermistor calibration can change the thermal

biases significantly, and it is the dominant factor when

all corrections are applied, as shown by the close re-

semblance of the two results (Figs. 5b,d). For the

experimental and TWT probes, the thermistor cali-

bration was able to reduce the mean thermal bias very

efficiently, from an initial 0.035 6 0.0048 to 0.009 6
0.0028C (Fig. 6a). The thermistor calibration also re-

duced the mean temperature bias of standard probes

considerably, from the initial 0.0738 6 0.0048 to 0.028 6
0.0038C. Interestingly, the standard probes still exhibit

large T0 variability after the thermistor calibration and

when all corrections are applied (Fig. 6a). Indeed, the

calculated standard deviation of T0 is s 5 0.0348C for

the standard probes and it is reduced to s 5 0.0148C
for the experimental and TWT probes (Fig. 7a; Table 2),

which accounts for a 100% likelihood of variance re-

duction toward standard probes.

FIG. 5. Vertical bar plot of T0 for all probes analyzed. Each panel compares T0 before any

correction (gray bars) against T0 calculated after each correction (colored bars), for (a) wire

imbalance, (b) thermistor calibration, (c) thermal time constant, and (d) all corrections

together. Each colored bar is for a different probe type, and the x axis represents the individual

deployments (in order of deployment), which are clustered by probe type.
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This strong variability is revealed in the standard

probe casts 16 to 39 from the PNE2013b cruise (Fig. 5b).

In those casts T0 had large positive values for the un-

corrected thermistors and reversed its sign after cor-

rection, becoming strongly negative. Since these are the

only casts to which we were able to apply all the cor-

rections together, this inversion is reflected in Fig. 6a.

One possible explanation for this variability is that the

thermistor calibration considered only the temperature

value at Tbath 5 158C, yet the standard thermistors used

in the probes during the PNE2013b cruise present dif-

ferent biases at different temperatures. We note that the

temperature residuals (T minus Tbath) for both experi-

mental and TWT probes from the PNE2013b cruise

(Fig. 8), as well as for the probes that carry this in-

formation in the WBTS12 and PNE2015 cruises, have

negligible differences at all depths. For the standard

probes used in the PNE2013b cruise, however, the

residual temperature differences are dependent on the

bath temperature at which they were taken, within

a range of 0.058C measured at Tbath 5 08C, and within

;0.18C at Tbath 5 158 and 358C. Similar behavior

was also observed for standard probes analyzed by

Reseghetti et al. (2007).

b. Depth improvements

1) PROBE TYPE

The depth linear bias (Fig. 9a) is mostly negative for

all probes analyzed (Fig. 9a), meaning that the probe’s

descent is generally slower than predicted by the H95

coefficients. The depth offset (Fig. 9b) is more ran-

domly distributed, although these two parameters are

highly negatively correlated (R 5 20.55) (Figs. 9a,b,

FIG. 6. Distributions of the mean XBT measurement biases (solid bars) and their standard errors (error bars)

from the ANOVA analysis for the data of all three cruises together. Marginal distributions of the parameters

relative to (left) the correction applied and (right) the probe types.
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10a), which suggests there may be a common cause af-

fecting the variability of both parameters. The overall

depth offset (Fig. 6d) is reduced for the TWT probes

(Z0 5 2.0 6 0.8 m) relative to the standard (and

experimental) probes (Z0 5 3.1m 6 0.5 m). This dif-

ference could be explained by the differences in weight

tolerance of the probes because the initial velocity of the

probe as it touches the water is related to the probe’s

FIG. 7. (left) Standard deviation estimated for each probe type for (a) temperature offset, (c) depth offset, and (e)

linear depth bias. (right) Probability for the hypothesis testing that the variance of the modified probe is smaller

than the standard probe.
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mass (Hallock and Teague 1992). However, there is a

small likelihood that the TWT probes can reduce the

variance of the depth offset (Fig. 7d) and therefore it

may be more sensitive to the launch details, such as time

difference between CTD and XBT casts (Fig. 10b) or

environmental conditions.

The TWT probes did not produce significant

changes in linear depth bias as would be expected. The

linear depth bias mean (Fig. 6c) is similar for both

standard (Zd 5 2.16 0.1% of depth) and TWT probes

(Zd 52.56 0.2% of depth), which are within the range

of previous estimates (e.g., Wijffels et al. 2008) and in

agreement with themanufacturer tolerance of65m and

2% of depth. The standard deviation estimated for the

TWT and standard probes are similar, both approxi-

mately s 5 2% of depth (Fig. 7e; Table 2)—consistent

with the 50% likelihood that their variances are differ-

ent (Fig. 7f). Therefore, the reduced mass tolerance was

not capable of constraining the spread of the linear

depth bias.

2) CORRECTIONS

Of all the corrections applied to the XBT data, we

consider herein only the results for the thermal time

TABLE 2. Statistical parameters estimated using the ANOVAmethodology for the biases associated with the XBTmeasurements using

the information of the three cruises analyzed. Values ofT0 are multiplied by 10. Parameters that are statistically significant are highlighted

in bold. Modified probes are TWT for Z0 and Zd, and experimental for T0.

Statistical parameter Probe

T0 Z0 Zd

Correction Mean STE Mean STE Mean STE

m Standard — 0.73 0.04 2.02 0.73 21.92 0.18

a [1] Modified — 20.40 0.04 20.64 1.51 20.56 0.34

b [1] — Wire imbalance 20.27 0.08 — — — —

b [2] — Thermistor calibration 20.58 0.06 — — — —

b [3] — Time constant 20.30 0.08 1.77 1.14 20.30 0.28

b [4] — All 21.03 0.08 1.71 1.13 20.20 0.28

ab [1,1] Modified Wire imbalance 0.24 0.08 — — — —

ab [1,2] Modified Thermistor calibration 0.33 0.06 — — — —

ab [1,3] Modified Time constant 0.26 0.08 20.83 2.19 0.23 0.49

ab [1,4] Modified All 0.76 0.08 20.57 2.18 0.15 0.49

s [0] Standard — 0.34 0.02 7.93 0.33 1.97 0.08

s [1] Modified — 0.14 0.01 9.04 0.54 1.96 0.12

FIG. 8. Difference between measured temperature and bath temperature (T 2 Tbath) relative to Tbath (8C) in
(a) PNE2013b cruise and (b) PNE2015 and WBTS2012 cruises. Bath temperatures are taken at 08, 158, and 358C.
Color/shapes refer to standard probes (blue squares), experimental probes (red triangles), and TWT probes

(orange circles). Only the values at Tbath 5 158C are used in the thermistor calibration, and the threshold of 0.058C
used in the screened thermistors is highlighted (dashed gray lines).
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constant correction, which applies an upward shift in the

temperature profile and would most likely influence

the depth biases. The effect of this correction on

the estimated depth offset (Fig. 9b) is a shift of

approximately 11 m, as shown in Fig. 6c. The time

constant correction tends to increase Z0 in the analyzed

population, since Z0 estimated before the correction is

positive on average (Fig. 6c). As Z0 values range from

positive to negative (Fig. 9b), this correction cannot

solve the depth offset issue. Indeed, the depth offset is

also a function of other factors, such as the initial ve-

locity of the probe in the water, which depends on either

the deployment height, the orientation of the probe as it

touches the water, or the difference in time between the

XBT and CTD deployment (e.g., Boyer et al. 2011;

Bringas and Goni 2015). Although there is a potential

relationship between the linear depth bias and the depth

offset estimates, we conclude that the depth linear bias is

not significantly affected by the thermal time constant

correction (Fig. 6e).

4. Discussion and conclusions

In this study we investigated some potential probe

enhancements to improve the accuracy of XBT data, one

of several ongoing efforts to produce climate-quality

FIG. 9. (a) Depth linear bias (% of depth), and (b) depth offset (m) estimated for all probes

analyzed. Gray bars are for the original values, and the different color bars are for the error

estimates after the thermal time constant correction, with each color representing a different

probe type. Individual deployments (in order of deployment), which are clustered by probe

type, are represented on the x axis.

FIG. 10. (a) Relationship of Z0 with Zd, and (b) Z0 magnitude with the time difference between the XBT and CTD

casts for deployments of the PNE2013b cruise (see Fig. 1). Colors/shapes represent different probe types.
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XBT probes. The objective of these experiments was to

test how a stricter quality control during the production

of the probes and postprocessing of the data may reduce

the XBT thermal and depth biases. Three XBT probe

types were tested: 1) standard, 2) experimental, and

3) tight weight tolerance (TWT) probes. In addition,

three corrections were applied as part of the data post-

processing for the thermistor calibration: 1) wire im-

balance, 2) manufacturer’s thermistor calibration, and

3) thermal time constant corrections.

Our results show that the thermistor ‘‘calibration’’ has

the strongest effect on correcting temperature biases.

After its application, the mean warm bias is significantly

reduced to 0.0098C for experimental probes and 0.028C
for standard probes, and the tolerance for the temper-

ature offset is reduced to jT0j , 0.038C. The thermistor

calibration overcorrected T0 for the standard probe

during one of the cruises. This was due to the strong

temperature dependence of the thermistor accuracy in

those probes, and there is a possibility that they were

actually discarded from the thermistor screening process

in that cruise, in which case a linear calibration with

temperature may be necessary (Reseghetti et al. 2007).

The thermal time constant correction did not produce

significant changes in temperature or depth biases.

Reseghetti et al. (2007) showed that the acquisition

system may need ;0.6 s (4m) before a probe detects a

step signal (e.g., Kizu and Hanawa 2002). Increasing the

sampling frequency in the recorder could reduce

the detection time of a step signal. Our results show that

the wire imbalance correction did not produce signifi-

cant changes in temperature bias. Indeed, resistance

residuals as a result of imbalanced wire resistance

constitute ,1% of the resistance reading in the profile.

With respect to the probe types, probes with screened

thermistors (experimental and TWT) showed a smaller

overall thermal bias (T0 5 0.0358C) relative to the

standard probes (T0 5 0.0738C) and a more robust

thermal bias reduction using a one-point thermistor

calibration than the standard probes. TWT probes did

not show considerable reduction in themean or variance

of depth biases, even though they showed smaller depth

FIG. 11. (a) FRE coefficients A (m s21) and B (1E-3 m s22) estimated for the standard (and experimental, blue)

and TWT (orange) probes deployed during the three cruises analyzed. H95 values used in the present study (red

square), and Sippican’s values as a comparison (magenta triangle). (b),(c) Respective parameter histograms nor-

malized by the number of probes for the standard (orange) and TWT (blue) probes.
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offsets. Figure 11 shows the distributions of the co-

efficients A and B of the FRE [Eq. (1)] estimated for all

profiles analyzed as a function of probe type. The mean

(and standard deviations) of the FRE parametersA and

B are 6.45 (0.44)ms21 and 1.6 (3.5) 3 1023 for the

standard probes, respectively; and 6.48 (0.32)ms21 and

1.9 (2.8)3 102 3ms22 for the TWT probes. These values

are not statistically different given the Student’s t test.

According to the values calculated theoretically by

Seaver and Kuleshov (1982), the TWT probes used here

(with a61.1-g weight tolerance) would have amaximum

depth error of 1.5 m, as opposed to an approximated 3-m

error from the standard probes. This reduction was not

detected in our experiments, which could be a caveat

related to the precision of the temperature gradient

method applied to estimate these errors. Other effects

may be driving this variability, such as the nose rough-

ness (which increases the drag in the water), air en-

trapped within the wire (which changed the buoyancy of

the probe), among other factors such the speed and

orientation of the probe as it hits the water, or the shape

of the tail fin (e.g., Kizu et al. 2011; Abraham et al. 2014).

Mostly likely, as our results suggest, it is the time dif-

ference between the CTD and XBT launches that is

driving the variability of the depth bias (Fig. 10).

Our results suggest that further experiments should be

performed focusing on the depth estimate improvement,

in which both standard and TWT probe weights should

be measured, and the deployment height and synchro-

nization with the CTD casts should be tightly controlled.

Additional measures may be necessary to further cor-

rect XBT depth biases. For instance, Goes et al. (2013)

has shown that the inclusion of two pressure switches is

an efficient way to correct depth estimates, although this

results in higher probe costs. Additionally, FRE pa-

rameterization (Cheng et al. 2014; Bringas and Goni

2015) could be improved by including one extra term

dependent on the deployment height to improve depth

accuracy.

This study proposed and analyzed different correc-

tions for the biases that affect XBT measurements.

A potential application of our findings is that thermistor

calibration can effectively reduce the pure temperature

biases in future XBT records and therefore improve the

accuracy of the ocean parameters measured by XBTs,

especially for ocean heat content estimates. In addition,

we presented a statistical platform that can be used in

future studies of probe comparisons and uncertainty

estimation.
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