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[1] The modification of near‐surface near‐inertial oscillations (NIOs) by the geostrophic
vorticity is studied globally from an observational standpoint. Surface drifter are used to
estimate NIO characteristics. Despite its spatial resolution limits, altimetry is used to
estimate the geostrophic vorticity. Three characteristics of NIOs are considered: the relative
frequency shift with respect to the local inertial frequency; the near‐inertial variance;
and the inverse excess bandwidth, which is interpreted as a decay time scale. The
geostrophic mesoscale flow shifts the frequency of NIOs by approximately half its vorticity.
Equatorward of 30°N and S, this effect is added to a global pattern of blue shift of
NIOs. While the global pattern of near‐inertial variance is interpretable in terms of wind
forcing, it is also observed that the geostrophic vorticity organizes the near‐inertial
variance; it is maximum for near zero values of the Laplacian of the vorticity and decreases
for nonzero values, albeit not as much for positive as for negative values. Because the
Laplacian of vorticity and vorticity are anticorrelated in the altimeter data set, overall, more
near‐inertial variance is found in anticyclonic vorticity regions than in cyclonic regions.
While this is compatible with anticyclones trapping NIOs, the organization of near‐inertial
variance by the Laplacian of vorticity is also in very good agreement with previous
theoretical and numerical predictions. The inverse bandwidth is a decreasing function of the
gradient of vorticity, which acts like the gradient of planetary vorticity to increase the
decay of NIOs from the ocean surface. Because the altimetry data set captures the largest
vorticity gradients in energetic mesoscale regions, it is also observed that NIOs decay faster
in large geostrophic eddy kinetic energy regions.

Citation: Elipot, S., R. Lumpkin, and G. Prieto (2010), Modification of inertial oscillations by the mesoscale eddy field,
J. Geophys. Res., 115, C09010, doi:10.1029/2009JC005679.

1. Introduction

[2] It is crucial to understand the dynamics and temporal
evolution of near‐inertial oscillations (NIOs) for the energy
budget of the ocean. NIOs are generated near the surface,
predominantly by the wind, propagate in the horizontal and
vertical directions and eventually dissipate and contribute to
ocean mixing. Propagation from the region of generation is
associated with wave refraction, change of frequency or
phase, and vertical modes separation. Thus, a relevant metric
to characterize the evolution of NIOs is the time scale over
which these vertical modes separate, or become out of phase
with an originally purely inertially rotating wave [Gill, 1984].
[3] The linear theory of Gill [1984] predicts that the gra-

dient of planetary vorticity (b) contributes to modes separa-
tion. However, discrepancies between this theory [D’Asaro,
1995] and oceanic observations suggest other mechanisms,

such as the modification of NIOs by the subinertial geo-
strophic flow, or more generally the interaction between the
two. The goal of this paper is to report on global observations
of NIO characteristics related to their refraction, magnitude
and time evolution, and to relate these to the geostrophic flow,
notably its vorticity.
[4] A key element in the theory related to these interactions

is the separation (or not) of spatial scales between NIOs and
the geostrophic flow. Kunze [1985] examined the propaga-
tion of NIOs or waves in a geostrophic shear with similar
horizontal scales. In this case, in the dispersion relation for
the intrinsic frequency of a plane wave, the inertial frequency
f is replaced by an effective inertial frequency feff = f + z/2
where z is the vorticity arising from the geostrophic flow.
Using a ray path approach, Kunze [1985] predicted near‐
inertial wave trapping in regions of negative (anticyclonic)
vorticity in a barotropic jet, and trapping and amplification in
a baroclinic jet. Note that these predictions are applicable
when NIOs are generated inside the vorticity region, so that
the effective frequency is also the intrinsic frequency of the
NIOs. A number of observational studies have supported this
prediction [e.g., Kunze and Sanford, 1984; Poulain et al.,
1992; Rainville and Pinkel, 2004].
[5] Young and Ben Jelloul [1997] studied the theoretical

evolution of NIOs in a geostrophic field of eddies with spatial
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scales smaller than NIOs, and predicted that the structure of
NIOs should be proportional to the eddy stream function.
They also noted that the stream function was negatively
correlated with the vorticity and hence also predicted con-
structive interference of NIOs in regions of anticyclonic z.
Klein and Llewellyn‐Smith [2001] studied the horizontal
dispersion of NIOs in a mesoscale eddy field, decomposing
geostrophic and inertial motions in vertical modes. Their
analyses revealed that for each NIO vertical mode there
should exist a critical horizontal wave number that separates
two regimes: one for which large‐scale NIO structures are
trapped and one where small‐scale NIO structures are
strongly dispersed. Klein et al. [2004b] showed by analytical
and numerical methods that under some specific conditions of
the vorticity field (vorticity spectrum with a slope shallower
than −4), the NIO kinetic energy field should resemble the
Laplacian of the vorticityr2z. Danioux et al. [2008] studied
analytically and numerically the vertical propagation of wind
energy, and showed that the correlation between NIO energy
and r2z is a function of the wave number of the eddy field.
They also showed that a shallow maximum of near‐inertial
vertical kinetic energy was related to the gradient of vorticity
rz. From the study of drifters released during the STORM
experiment as well as numerical simulations, van Meurs
[1998] concluded that rz, acting like b, should be consid-
ered for the interaction between NIOs and the geostrophic
flow when their spatial scales are similar, in order to explain
the decay of NIO energy. Polzin [2008] revisited vertical
profiles of horizontal velocity from theMid‐OceanDynamics
Experiment and argued that they were representative of a
“wave capture” scenario [Bühler and McIntyre, 2005], where
the characteristics of a near‐inertial wave packet are deter-
mined by the Doppler shifting of the intrinsic frequency by
the background flow, through its horizontal strain and vertical
shear. Recently, Park et al. [2009] used the global drifter data
set to show how the characteristics of NIOs are conditioned
by wind stress forcing and near‐surface oceanic stratification,
but did not consider the influence of the geostrophic flow.
[6] In this paper, we study from a global observational

standpoint the influence of the geostrophic vorticity field on
NIOs, and attempt to interpret these observations in the various
theoretical frameworks presented above. Relevant character-
istics of NIOs can be conveniently described in the frequency
domain. In oceanic velocity frequency power spectra, the
inertial peak is ubiquitous, and is clearly seen in surface drifter
data [e.g., Poulain et al., 1992; Elipot and Lumpkin, 2008].
The frequency of the peak and its difference from the local
inertial frequency can indicate the refraction of NIOs. Fu
[1981] states that the inertial peak bandwidth is inversely
proportional to the “persistence” of inertial waves, which is a
time scale that can be related to their decay (see section 3).
The integral of the inertial peak is representative of near‐
inertial variance, and hence of themagnitude of the oscillation
or wave. Elipot and Lumpkin [2008] showed that a high
temporal resolution data set from the Global Drifter Program
(GDP) can be used to estimate inertial variance on a global
scale [see alsoChaigneau et al., 2008]. In this study we use the
same data set, described in section 2. Using spectral methods
described in section 3, we report in section 4 some global
characteristics of NIOs. Then, the modification of near‐
surface NIOs by the mesoscale is studied by combining sea

surface height data from altimetry in section 5. We conclude
with a discussion and summary in section 6.

2. Data

[7] NIO characteristics are derived using data from the GDP
(http://www.aoml.noaa.gov/phod/dac/gdp.html) from January
2000 to December 2007. The basic data set are the quality‐
controlled [Lumpkin and Pazos, 2007] drifter positions before
kriging interpolation [Hansen and Poulain, 1996] to quarter
day values. Processing of the data is documented by Elipot
and Lumpkin [2008]; in summary, a single drifter trajec-
tory is considered uninterrupted if no time interval between
two successive positions is greater than 6 h. From spline‐
interpolated hourly positions, hourly drifter velocities are
computed by a 2 h centered difference. This high‐resolution
data set has become considerably larger since January 2005,
when the tracking of GDP drifters switched from a service of
two satellites to at least five satellites [Elipot and Lumpkin,
2008]. Elipot and Lumpkin [2008] showed that this data set
allows global resolution of inertial and tidal oscillations.
[8] Archiving, Validation and Interpretation of Satellite

Oceanographic (AVISO) sea surface height anomaly (SSHA)
weekly delayed mode gridded maps [Ducet et al., 2000] were
used to estimate geostrophic velocity anomaly fields at the
surface. These maps are available on a 1/3° Mercator grid
leading to an approximate 36.6 km resolution at the equator
down to 5.1 km at 88°N or S. These anomalies were aug-
mented by a mean geostrophic velocity derived from the 0.5°
resolution mean dynamic topographic of Rio and Hernandez
[2004] to obtain the total geostrophic velocity field. From
these, the eddy kinetic energywas computed and the vorticity,
its gradient and its Laplacian were obtained by differentiating
successively in the zonal and meridional directions. Each of
these quantities were interpolated in space and time to all
hourly drifter locations, and their average values were com-
puted for a trajectory segment of a given length (here 20 days,
see section 3). We did not consider data located within 10° of
the equator, to avoid problems with geostrophy there. As a
consequence, the longest near‐inertial period considered is
approximately 2.9 days. Consequently, we compare the
“fast” evolving NIOs against properties of the relatively slow
geostrophic flow. Regions in which the characteristics of the
geostrophic flow could not be estimated due to a lack of
altimetry data, typically close to the coasts, were not exam-
ined in this study.
[9] Figure 1 shows the the number of hourly drifter velocity

observations in 1° bins retained for this study (the criteria
used to retain data are also defined by our methodology and
described in section 3).

3. Methods

[10] Typical Lagrangian time scales estimated from drifter
data are 2–3 days [e.g., Lumpkin et al., 2002; Zhurbas and
Oh, 2003]. Thus, drifter trajectories divided here in 20 day
nonoverlapping segments are considered independent reali-
zations. Velocity frequency spectra were computed for each
of them. The original number of drifter segments was large
(over 30,000), requiring automated procedures to analyze
these data.
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3.1. Spectral Estimates

[11] Pseudo‐Eulerian velocity spectra were estimated by
the quadratic multitaper method of Prieto et al. [2007] which
expands on the adaptive method of Thomson [1982] and
proves to be superior for our purpose. Examples of spectral
estimates are shown in Figure 2 for real drifter data and for a
monochromatic synthetic signal. Details about the quadratic
method are given by Prieto et al. [2007]. In this study, we
used 6 tapers for a time‐bandwidth product of 4.

3.2. Relative Frequency Shift, Inverse Excess
Bandwidth, and Near‐Inertial Variance

[12] The spectrum of a vector time series decomposes
the variance in counter‐rotating circular components [e.g.,
Gonella, 1972], with positive (negative) frequencies corre-
sponding to counterclockwise (clockwise) rotating motions,
cyclonic (anticyclonic) in the Northern Hemisphere. Thus,
f is the cyclonic Coriolis frequency, and −f is the anticylonic
inertial frequency.
[13] The near‐inertial peak of each spectrum was identi-

fied as the maximum closest to −f set by the mean latitude
of the corresponding 20 day trajectory. Cases for which −f
or the diagnosed inertial peak frequency were within the
zero‐frequency band were discarded. Trajectory segments
with their mean positions within 10° of the equator were also
discarded because of the ambiguity in distinguishing NIOs
from other low‐frequency motions. The frequency shift Df is
the difference between the frequency of the diagnosed peak
and −f. The relative frequency shift (RFS) is defined as

RFS ¼ Df

f
: ð1Þ

A positive RFS means that NIOs have a frequency of oscilla-
tion higher than the local inertial frequency and are shifted
cyclonically. In the example of Figure 2, the RFS is −0.034.
[14] A local maximum always exists in a spectrum com-

puted from real world data, due to noise in the absence of
true NIOs. In order to make sure that the peak was signif-
icant, we looked for “cutoff” frequencies at half power of
the peak [Fu, 1981; van Haren, 2004; Alford and Whitmont,
2007], in ranges extending to the next spectrum minima on
both sides of the peak (an example is given in Figure 2c). If
such cutoffs were not found then the segment was discarded
from the analysis. A bandwidth Dn > 0 for the near‐inertial
peak is defined as the difference between the two cutoff
frequencies. For a time series consisting of a single mono-
chromatic velocity oscillation, the theoretical spectrum is a
Dirac function at the frequency of the oscillation with a null
bandwidth. For the spectral estimate implemented here, the
minimum bandwidth Dnr is the time‐bandwidth product
(4) times the spectral resolution 1/T (T = 20 days), that is,
0.2 cycles per day (cpd). We therefore define the excess
bandwidth as Dn − Dnr. Rather than considering the excess
bandwidth, we consider the inverse excess bandwidth (IEB)

IEB ¼ 1

D� �D�r
: ð2Þ

IEB has units of time, and is interpreted as a measure of the
time scale of NIOs. Fu [1981] states that the inverse of the
bandwidth is a measure of the persistence time scale of a
quasiperiodic motion. Similarly, van Haren [2004] discusses
an “intermittency factor” which corresponds to ∣f∣/Dn. In
Figure 2, the IEB is 16.3 days.

Figure 1. Number of hourly velocity observations in 1° bins. Gray indicates absence of data or areas
were no data were selected for the analysis.
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[15] To help interpret the IEB, a simple but plausible case
is presented in Figure 3 which relates IEB to an exponential
decay time scale for a velocity oscillation. Figure 3a shows
the idealized case of a periodic velocity oscillation starting
at the median time of the time series, which is attenuated
exponentially. Figure 3b is the corresponding spectrum.
Figure 3c shows how the diagnosed IEB varies as a function
of the exponential time scale and the oscillation frequency.
In such idealized cases, the interpretation of IEB as a time
scale of evolution is independent of the mean latitude of the
drifter time series. We emphasize that this direct relationship
is empirical in the sense that it is only applicable to our
methods; the absolute value of the IEB of a peak depends on

the parameters used for the spectral estimate. Nevertheless,
the relative variations of IEB with respect to other char-
acteristics of the flow or environmental conditions still pro-
vide relevant information. For the remainder of this study,
we interpret IEB as a measure of the time scale of NIOs:
smaller values of IEB correspond to relatively faster evolu-
tion of NIOs.
[16] Next, we define the near‐inertial variance (NIV) of

NIOs as the integral of the spectrum between the two cutoff
frequencies of the inertial peak, i.e.,

NIV ¼
Z
D�

Sð�Þ d�: ð3Þ

Figure 2. (a) Trajectory of drifter 12371 (Atlantic Oceanographic and Meteorological Laboratory
(AOML) identification number) from 4 July 2003 to 24 July 2003. The circle indicates the drifter position
at the beginning of the time series. Black dots along the trajectory are plotted every 24 h. (b) Zonal (u, black,
offset by 0.1 m s−1) and meridional (v, gray, offset by −0.1 m s−1) velocity components computed over
2 h windows for this trajectory. (c) Drifter velocity spectral estimates by the quadratic (QM) and adaptive
(AM) methods. The black dashed line indicates the inertial frequency diagnosed for the QM estimate and
the gray dashed line for the AM estimate. The black dotted lines indicate the cutoff frequencies for the
quadratic estimate while the gray dotted line indicates a single cutoff frequency found for the adaptive esti-
mate. A secondary shoulder peak appears on the right of the peak for the adaptive estimate that prevents an
upper frequency cutoff to be found (see section 3). Here −f denotes the mean inertial frequency for this
trajectory segment. (d) Spectral estimates for a synthetic signal constituted of a single circular oscillation at
the expected inertial frequency of drifter 12371. The black dashed line indicates the diagnosed peak fre-
quency for the QM estimate. The gray dashed line is the AM estimate.
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This is the kinetic energy of the near‐inertial peak [Alford and
Whitmont, 2007]. For a monochromatic velocity oscillation,
NIV is approximately the total variance of the time series and
its square root is the amplitude of the velocity. Figure 2 shows
the case of (real) NIOs in a time series that also includes
lower‐ and higher‐frequency variations. For this example, the
computed total variance is 0.0473 m2 s−2 while the variance
contained in the inertial peak is 0.0102 m2 s−2.
[17] NIV is a measure of variance within a 20 day drifter

trajectory. If the inertial oscillation is damped, less variance
is captured (see Figure 3d for the idealized case described
above). As a consequence, both the amplitude and the width of
the inertial peak enter the computation of NIV. In general, NIV
will grow with IEB (Figures 3c and 3d). However, we will see
that these two parameters do not always exhibit a systematic
relationship as external parameters such as the characteristics
of the geostrophic flow influence them differently.

3.3. Removing the Tidal Signals

[18] Tidal peaks at near‐diurnal and semidiurnal fre-
quencies are present in this data set, as shown by Elipot and
Lumpkin [2008], and could potentially be misidentified as

inertial peaks shifted in frequency. Tominimize this diagnostic
error, we subtracted from each drifter velocity measurement an
estimate of the barotropic tidal velocity. The Oregon State
University Topex/Poseidon global inverse solution version 7.1
[Egbert and Erofeeva, 2002] was used to estimate the velocity
arising from the first eight major tidal constituents (Q1, O1,
P1, K1, N2, M2, S2, K2). Figure 4b shows an example where
a shifted inertial peak was detected in the spectrum of the
original time series, whereas in the spectrum of the detided
time series, no inertial peak was detected.
[19] In other cases, significant peaks still remained within

the diurnal or semidiurnal bands and their exact nature
remained unclear (e.g., Figure 4a). In such cases, we specu-
late that the actual barotropic signal could be underestimated
by the inverse model, or that a baroclinic tidal velocity existed
in the data. This occurred mainly for near‐semidiurnal peaks
in the North Atlantic north of 60°N and in the Southern Ocean
east of Drake Passage and around Macquarie Ridge south of
New Zealand, where large‐amplitude and large‐wavelength
M2 baroclinic internal tides are predicted by global baroclinic
tidal models [Simmons et al., 2004]. Nevertheless, it could

Figure 3. (a) The 20 day time series of the zonal and meridional components of a monochromatic
velocity time series written in the complex form u(t) = 0 for t < 0 and u(t) = 0.01 exp[i(2pnt) − t/r] for
t > 0. Here n = 0.7 cpd, T = 20 days and r = 3 days. (b) Power spectral density estimate for u. The gray
horizontal line shows the half power bandwidth of the peak. (c) The asterisk shows the value of the inverse
excess bandwidth of the spectrum in Figure 3b and the corresponding exponential decay time scale r of
the original time series shown in Figure 3a. The curves show the empirical relationship obtained when n
is varied between ±0.1 and ±1.7 cpd at 0.1 cpd interval, and r is varied between 0.1 and 20 times the
oscillation period 1/n. All the curves approximately fall under one curve and are almost indistinguishable,
showing that IEB is independent of the frequency of inertial oscillation and hence latitude for its inter-
pretation. (d) The asterisk shows the value of the near‐inertial variance deduced from the spectrum in
Figure 3b. The curves show the empirical relationships when n and r are varied as in Figure 3c.
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well be the case that genuine NIOs had their frequency close
to a tidal frequency. To minimize erroneous diagnoses, we
decided to discard cases for which the frequency of the near‐
inertial peak was within the diurnal or semidiurnal tidal bands
(plus half a frequency resolution bandwidth) defined by the
first eight major components, but for which the expected
inertial frequency was located outside these bands. Discard-
ing all the data with expected or diagnosed peak frequencies
within tidal bands does not change qualitatively the conclu-
sion of this study.

3.4. Rotary Coefficient

[20] We used another criteria to distinguish NIOs from other
types of variability: the polarization of the rotary spectrum S
at the near‐inertial peak, adapted from Gonella [1972]

rð fpÞ ¼ Sð�fpÞ � Sð fpÞ
Sð fpÞ þ Sð�fpÞ ; ð4Þ

where fp is the frequency of the near‐inertial peak. Here,
r = −1 for purely circular anticyclonic oscillations. The the-
oretical polarization of a freely propagating internal gravity
wave is a function of its intrinsic frequency and the local
Coriolis frequency [Elipot and Lumpkin, 2008] and is less
than −0.9 for near‐inertial waves shifted as much as ±30%
at all latitudes considered here. We decided to retain only the
cases for which r( fp) was less than 0 (which means that the
variance is more than 50% anticyclonic). Note that we see no
reason why there could not be predominant cyclonic oceanic
variability at f (rather than at the inertial −f, R. Lumpkin and
S. Elipot, Surface drifter pair spreading in the North
Atlantic, submitted to Journal of Geophysical Research,
2008) but we decided not to include such cases to limit the
noise surrounding the phenomena we are interested in.

3.5. Meridional Drift

[21] A surface drifter changes latitude with time so that it
is reasonable to expect that this could shift or broaden the

inertial peak [Lilly and Olhede, 2009] (see also section 4).
We attempt to quantify the impact of the meridional drift by
estimating byRMS/j f j where yRMS is the root mean square
meridional drift computed from the mean latitude of a 20 day
segment. The distribution of this term for the data retained
for this study is shown in Figure 5.
[22] Several percentile values of the distribution are super-

imposed on this plot which indicate that the expected relative
frequency shift from drift should be less than 0.7 % for
50% of the data, less than 2.7% for 95% of the data and
less than 4.7% for 99% of the data. On average, the effect of

Figure 4. (a) Spectral estimates for drifter 46171 (AOML identification number) from 29 June 2007 to
19 July 2007 for the original time series (gray curve) and for the detided time series (black curve). Here
−f denotes the mean inertial frequency for this trajectory segment. Dotted lines on each side of the inertial
peaks in both spectra indicate the half power cutoff frequencies. In this case, an inertial peak is still diag-
nosed after detiding the original time series. (b) Same as in Figure 4a but for drifter 13695 from 2 February
2004 to 24 February 2004. In this case no more inertial peak is diagnosed after detiding.

Figure 5. Distribution of log10 byRMS/j f j for all the 20 day
trajectory segments retained for this study. The vertical
dashed lines from left to right indicate the 50, 90, 95, and
99 percentiles of the distribution.
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the meridional drift with respect to the mean position of a
drifter appears to cancel out because the frequency shift is
measured from the inertial frequency of the mean latitude
over 20 days. Furthermore, we could not see a significant
relationship between the meridional drift of the 20 day tra-
jectory segments and the characteristics of the NIOs, particu-
larlywhen examining the influence of themesocale. Excluding
data points for which the drift term is large does not change
the qualitative conclusions of our global analysis.

4. Observations of Relative Frequency Shift,
Inverse Excess Bandwidth, and Near‐Inertial
Variance

[23] In this section, we first examine how characteristics of
NIOs introduced in section 3 vary globally and as a function
of geographical location. Our data set consists of 19,472
concurrent estimates of RFS, IEB and NIV.

4.1. Probability Distribution Functions
and Geographical Distribution

4.1.1. RFS
[24] Observed RFS are in the [−0.3, 0.3] interval with

very few outliers that were discarded. The mean of the RFS
global distribution (Figure 6a) is 0.0086 and the standard
deviation is 0.049. A chi‐square goodness of fit rejects the null
hypothesis at the 5% level that this distribution is Gaussian.
The distribution is skewed positive (skewness parameter 0.65)
and its excess kurtosis, a measure of the peakiness of the dis-
tribution, is greater than 3. All together this suggests that it is
reasonable to seek a deterministic origin for such a distribution.
[25] Later in this paper we will show that the frequency

shift is associated with mesoscale geostrophic vorticity.
Anticipating this result now, we may hypothesize that the
nonzero mean RFS indicates preferential sampling of cyclonic
over anticyclonic vortices by drifters [Middleton and Garrett,
1986]. However, a linear regression of RFS against the geo-
strophic vorticity shows that even in the absence of vorticity,
the frequency shift is nonzero and positive. This suggests that
a potential sampling bias toward cyclonic regions cannot
alone account for the nonzero mean of the RFS distribution.
[26] Figure 7 shows two maps of the 20 day trajectory

segments colored by their RFS, one for which the RFS are
positive (Figure 7 (bottom)) and one for which they are
negative (Figure 7 (top)). The positive and negative sides of

the color scale are histogram equalized such that each dis-
crete color step comprises 10% of the realizations of the
positive or negative shifts. A linear color scale would not be
ideal here because about 78% of the data have a RFS
between −0.05 and 0.05.
[27] The average RFS is computed in 1° bins (Figure 8

(top)), with each hourly drifter position associated with the
RFS of the whole trajectory segment it belongs to and
counting for one observation when computing the average.
Thus, the computation of the mean is weighted by the length
of time that a drifter spend in each box. No mean was com-
puted in boxes that were crossed by only one trajectory
segment. We recognize that these estimates of the mean are
not always significant (see standard deviation of RFS in
Figure 8 (bottom)), andmay be biased by the drifter sampling;
but it still shows significant features.
[28] On a global scale, poleward of approximately 30°N

or S, the mean RFS is relatively small, without a clear sign,
such as in the middle of the subtropical gyres. In fact, many
regions where large positive frequency shifts occur coincide
with regions where large negative shifts also occur, e.g., in
western boundary currents and their extension regions, and
around the Antarctic Circumpolar Current (Figure 7).
[29] Equatorward of 30°, the mean RFS is predominantly

positive, with values above 0.06 in some bins saturating the
color scale. If the mean RFS is computed as a function of
latitude (not shown), using only data for which the relative
vorticity divided by f is less than 0.01 to minimize the
influence of the background flow, it is significantly greater
than 0.01 only approximately equatorward of 30°N or S
(between 0.02 and 0.05). This positive or “blue” shift (in
analogy to the spectrum of visible light) can be interpreted in
the context of the generation and propagation of near‐inertial
waves on the globe [Fu, 1981]: having been generated near
their inertial latitude (most likely under the atmospheric
storm track at midlatitudes equatorward of 30°), near‐inertial
waves are free to propagate between their inertial latitude
and the equator and therefore will always have a frequency
higher than the local inertial frequency [e.g., D’Asaro,
1995; Garrett, 2001; Alford, 2003; Elipot and Lumpkin,
2008]. Validating this interpretation would require relating
the observed NIOs to atmospheric forcing in order to deter-
mine if they were locally forced or resulting from propaga-
tion, an analysis which extends beyond the scope of this
study.

Figure 6. Probability density functions (pdf) for (a) the relative inertial frequency shift along with a
Gaussian distribution with the same mean and standard deviation (dashed curve), (b) the inverse excess
bandwidth, and (c) the near‐inertial variance.
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[30] At smaller spatial scales, the map of mean RFS shows
a band of negative values along the anticylonic (north) side of
the Agulhas Retroflection, and a band of positive values on its
cyclonic side. The same pattern is noticeable along the Gulf
Stream, downstream of Cape Hatteras. An area of negative
RFS east of South Africa is quite noticeable. Positive mean

values of RFS larger than 0.06 are also found in patches
east of Drake Passage and on the Macquarie Ridge but
these values may be associated with semidiurnal baroclinic
tidal peaks rather than genuine inertial peaks (see section 3).
[31] The standard deviation of RFS is computed in 1° bins

(Figure 8 (bottom)) in the same way as the map of mean

Figure 7. The 20 day trajectory segments color coded for their RFS. (top) Negative relative frequency
shift and (bottom) positive relative frequency shift.
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RFS. Regions of large standard deviations correspond
approximately to large eddy kinetic energy regions previ-
ously estimated by altimetry or historical drifter data [e.g.,
Stammer, 1997; Lumpkin and Pazos, 2007]: in boundary

currents and their extension regions as well as along the
Antarctic Circumpolar Current, between 10° and 20° in the
North and South Pacific and along 20°S in the Indian Ocean.
The map of RFS standard deviation suggests that regional

Figure 8. (top) Average and (bottom) standard deviation of RFS in 1° bins.
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characteristics of NIOs can vary substantially. The relation-
ship of these variations to the geostrophic mesoscale field is
further investigated in section 5.
4.1.2. NIV
[32] The global probability distribution function of the

decimal logarithm of observed NIV (Figure 6c) is unimodal
with a modal value of −2, implying that typical root‐mean‐
square NIOs magnitude is 0.1 m s−1. The mean NIV is
computed in 1° bins (Figure 9 (bottom)), as well as the mean
near‐inertial energy (Figure 9 (top)) 0.5rHURMS

2 in J m−2

where URMS
2 is equal to NIV, and where it is assumed that

near‐inertial currents are vertically uniform over the depth
H of the mixed layer [e.g., Chaigneau et al., 2008]. H was
estimated from a seasonal climatology derived from hydro-
graphic and Argo float data by de Boyer Montegut et al.
[2007], and rwas taken at the nominal value of 1025 kg m−3.
[33] In general, the largest values of NIV or energy are

found at midlatitudes in all basins, under the atmospheric
storm tracks. These regions include the midlatitudes of the
North Pacific and South Atlantic, and to a lesser degree the
North Atlantic. In terms of their distributions, these two
maps differ most dramatically in the Southern Ocean. There,
the mixed layer depth can reach many hundreds of meters,
consequently generating large values of energy if the inertial
currents are truly uniform in the vertical.
[34] Overall, these estimates are consistent with the zonally

averaged inertial variance estimates from surface drifters in
each ocean basin by Elipot and Lumpkin [2008], as well as
the inertial current amplitude and energy maps of Chaigneau
et al. [2008], and the estimates of Park et al. [2005] from
Argo floats.
4.1.3. IEB
[35] The global probability distribution function of IEB

(Figure 6b) is unimodal with a modal value of approximately
10 days, which would correspond to an exponential decay
time scale of approximately 3 days (see Figure 3c).
[36] The global map of 1° mean IEB (Figure 10) is rather

noisy but some spatial patterns emerge. IEB is larger at
midlatitudes. In fact, this map roughly corresponds to the
spatial patterns found in the map of mean NIV (indicating a
relationship between NIV and IEB), except in some regions
of strong geostrophic currents like the Gulf Stream, the
Agulhas Retroflection and the Kuroshio Extension regions,
where IEB is shorter. We will examine more closely how the
relationship between IEB and NIV can break down by con-
sidering the relationship between IEB and the geostrophic
mesoscale in section 5.
[37] Our estimates of decay time scale by the IEB are

compatible with the results ofPark et al. [2009] who estimated
the global distribution of decay time scale in zonal bands in
each ocean basin. Their estimates are based on e‐folding time
scales of temporal correlation functions of surface drifter
velocity time series. Consistent with that study, we also
observe that the decay time scale does not increase with lat-
itude in the North Atlantic as it does in the North Pacific.
Park et al. [2009] shows that this is the result of the buoyancy
structure of the North Atlantic, which compensates for the
the effect of b on near‐inertial wave phase dispersion.

4.2. Characteristics: Intrinsic Relationships

[38] We examine now how the three characteristics con-
sidered (RFS, IEB, and NIV) vary with respect to each other.

For this, we consider the means and distributions of each
characteristic when sorted in bins of each of the other two. In
order to minimize the impact of outliers in the data distribu-
tions, we selected the edges for binning as the first and 99th
percentiles of each of the distributions shown in Figure 6. The
bins are of uneven width such that their boundary values
correspond to the first percentile, third, 5th, and so on through
the 99th percentile.
[39] NIV is maximum when NIOs are the least shifted in

frequency, that is when RFS is near zero (Figure 11a).
Inversely, RFS generally decreases with increasing NIV
(Figure 11f) but this tendency is not as clear when only data
poleward of 30° are used (not shown).
[40] NIV increases almost linearly with IEB up to approxi-

mately 20 days (Figure 11b) but the distribution in each bin is
wide. This linear relationship also holds when IEB is com-
puted as a function of NIV (Figure 11d). This is expected
from a sampling point of view: when near‐inertial oscillations
last longer, surface drifters capture more variance over their
20 day trajectories (see section 3 and Figure 3). An apparent
consequence is that IEB is maximal when the RFS is near zero
(Figure 11c). However, RFS itself is mostly independent of
IEB and lies just below 0.01 (Figure 11e) but is slightly
higher when IEB is less than 5 days. If only data poleward
of 30° are used, RFS is marginally positive for almost all
IEB less than 17 days.
[41] In summary, NIOs are observed to have longer time

scales (or are more persistent, according to Fu’s [1981]
interpretation) when they are of larger variance, but this
may be due to the sampling. More interestingly, the largest
NIOs with the longer time scales are the least shifted in
frequency. Why this relationship is observed in a globally
average sense is not clear.

5. Modification by the Mesoscale Geostrophic
Flow

[42] We now turn our attention to NIO characteristics as a
function of the characteristics of the vorticity field. We first
review theoretical expectations, then describe the altimetry‐
derived vorticity field. We then present our observations of
the modification of NIO characteristics by the vorticity.

5.1. Theoretical Predictions

5.1.1. Kunze’s [1985] Paradigm
[43] The dispersion relation for a near‐inertial wave in the

presence of a mean quasigeostrophic flow V = (U, V, W) is
derived by Kunze [1985]. The derivation involves all non-
linear terms because it is assumed that the quasi‐geostrophic
flow and the near‐inertial wave flow can have similar scales.
If it is assumed that locally the solution y is in the form of a
plane wave, i.e.,

 ¼  0 exp iðk � x� !tÞ½ �; k ¼ ðkx; ky; kzÞ; x ¼ ðx; y; zÞ; ð5Þ

the dispersion relation is complex and its real part states that
the Lagrangian intrinsic frequency of the wave, i.e., the
Eulerian frequency of the wave w minus the Doppler shift
from the mean flow, is approximately

� ¼ !� k � V � feff þ N 2k2H
2fk2z

þ 1

kz

@U

@z
ky � @V

@z
kx

� �� �
; ð6Þ
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Figure 9. (bottom) Average NIV and (top) near‐inertial energy in 1° bins.
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where kH =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
is the horizontal wave number, N the

buoyancy frequency and feff the effective inertial frequency
defined by

feff ¼ f 2 þ f
@V

@x
� @U

@y

� �
� @V

@x

@U

@y
þ @U

@x

@V

@y

� �1=2
: ð7Þ

For small Rossby number flow,

feff � f þ �

2
¼ F þ 1

2

@V

@x
� @U

@y

� �
: ð8Þ

In a region of vorticity z, the local rotation rate is z/2 and
consequently a wave experiences an advective rotation z/2
in addition to the planetary vorticity f. Poulain et al. [1992]
derived inertial wave characteristics from surface drifters in
the Tropical Pacific and showed qualitative agreement
between the observed frequency of NIOs and the predicted
frequency shift by the local vorticity as described by
equation (8). The dispersion relation (6) gives the range of
frequency over which internal gravity wave can exist. For
the lower bound of the spectrum, when kH/kz → 0 in the case
of a barotropic mean flow, the lowest frequency of a near‐
inertial wave is not f as it would be in the absence of mean
flow shear but rather feff. Kunze [1985] notes that in region
of negative vorticity, feff is lower than f so that the internal
wave spectrum is enlarged and potentially more energy can
be input by the wind at the ocean near surface.
[44] Kunze [1985] studied the propagation of near‐inertial

waves generated at the surface for idealized cases of baro-

tropic and baroclinic jets. A ray tracing analysis suggests
that trapping of near‐inertial waves should roughly occur in
regions of anticyclonic vorticity, if the waves are generated
in the anticyclonic regions themselves. The lower effective
inertial frequency of the waves prevent them from propa-
gating outside the anticyclonic regions. This phenomenon is
often invoked to interpret observations of increased levels
of near‐inertial activity. As an example, Shcherbina et al.
[2003] saw intensification of energy flux consistent with
the trapping of near‐inertial wave in an anticyclonic region
but also found trapping in a cyclonic region in the subpolar
front of the Japan/East Sea. Rainville and Pinkel [2004]
suggested that the large cross‐front vorticity gradient in the
Kuroshio may condition the observed field of high‐wave‐
number waves in this region.
5.1.2. Young and Ben Jelloul’s [1997] Approach
[45] Young and Ben Jelloul [1997] considered the evolu-

tion of NIOs in a three‐dimensional geostrophic turbulent
mesoscale field. Starting from their approach, Danioux et al.
[2008] studied numerically the propagation of the wind
energy into the deep ocean. Their results matched some
analytical results of Young and Ben Jelloul [1997], notably
how the NIO energy is organized by the Laplacian of the
vorticity rather than the vorticity itself.
[46] With the condition of vertical scale separation

between the geostrophic flow and NIOs, the formalism of
Young and Ben Jelloul [1997] with the notation of Danioux
et al. [2008] is

An ¼ Rne
i�; ð9Þ

Figure 10. Average IEB in 1° bins. The color scale saturates for values less than 4 days and more than
16 days.
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which describes the subinertial time evolution of the
amplitude Rn and phase �n of the nth eigen mode Ane

−ift of
the vertical expansion of the near‐inertial velocity [e.g.,
Flierl, 1978]. This leads to a linearized system of two
coupled equations for R′n and �′n, the small departures from
the initial uniform value R0n and �0n

@�n
0

@t
¼ � �

2
þ r2n f

2

r2Rn
0

R0n
; ð10Þ

@Rn
0

@t
¼ �R0n

r2n f

2
r2�n

0 ; ð11Þ

where rn is the Rossby radius of deformation of mode n.
The first equation represents the dispersion of the phase
(refraction) and the second equation represent the dispersion
of the amplitude. After generation of a uniform NIO by the
wind, a solution at earlier times for the phase is �′n ≈ −zt/2
[Danioux et al., 2008], which is equivalent to the z/2 fre-
quency shift of Kunze [1985]. For the NIO amplitude,
R′n ≈ rn

2 ft2r2z/8, i.e., the amplitude field resembles the
Laplacian of vorticity r2z. Klein et al. [2004a] found this
solution to be one of the two exact and possible solutions for
NIOs with spatial scales larger than a critical length scaleffiffiffiffiffiffiffiffiffiffiffiffiffi

2�r2ntf
p

, but under the condition that the horizontal wave
number spectrum of vorticity has a slope gentler than −4.

Figure 11. The mean values of each three NIOs characteristics (RFS, IEB, and NIV) as a function of one
another. The gray shading corresponds to the standard error of the mean for each bin except in Figures 11b
and 11d, where they correspond to the 16th and 84th percentile of the distribution in each bin.
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[47] vanMeurs [1998] conjointly studied the Ocean Storms
Experiment surface drifter data set and the results from a
theoretical analysis and numerical experiments. He stressed
the importance of the gradient of vorticity rz, which acts
like b by increasing the separation of the NIO vertical modes.
As a consequence, the variability of NIOs is affected by
vorticity as their time decay is sped up in regions of high‐
vorticity gradient.

5.2. Observations of the Vorticity and Its Derivatives

[48] The previous considerations prompt us to analyze
NIO characteristics as a function of the relative vorticity z/f,
its Laplacian r2z/j f j and its gradient jrz/f j times the sign
of the vorticity to distinguish gradients in cyclonic or
anticyclonic regions. We also consider the eddy kinetic
energy of the geostrophic flow EKE = (U2 + V2)/2. The
vorticity is estimated such that z/f > 0 corresponds to a
region of cyclonic relative vorticity in both hemispheres.
These quantities are estimated along drifter trajectories, and
not homogeneously across the global ocean; the resulting
values are thus representative of the vorticity field felt by the
surface drifters, at the spatial resolution allowed by altimetry.
[49] The mean of the distribution of z/f (Figure 12a) is

0.0012 and the standard deviation is 0.03. This implies that
the Rossby number of the geostrophic flow is small, a result
certainly influenced by the low resolution of the altimetry
data. The distribution of z/f fails a chi‐square goodness of fit
for Gaussianity at the 95% confidence level. The skewness
parameter is 0.84, which can be interpreted as an evidence
of a preferential sampling of regions of cyclonic vorticity
by drifters, a behavior predicted by Middleton and Garrett
[1986]. However, this also could be due to geographical
heterogeneities of the vorticity field associated with ocean
dynamics [Hughes et al., 2009].
[50] The distribution of r2z/j f j (Figure 12b) is also non‐

Gaussian and is skewed negative (skewness parameter is
−0.71). In the AVISO altimetry maps, which are smooth by
optimal interpolation, r2z is generally negative in cyclonic
regions and positive in anticyclonic regions (with the
northern hemisphere convention that positive vorticity is
cyclonic). This anticorrelation can be generally expected by

considering simple geometries for the vorticity field [e.g.,
Young and Ben Jelloul, 1997; Klein et al., 2004a]. Figure 13
is a typical example that shows both the relative vorticity z on
a color scale and its Laplacian r2z as contours, computed
from AVISO map of sea level anomaly centered on the date
23 May 2007 and the Rio05 mean dynamic topography in
the region of the Gulf Stream. There is an almost exact anti-
correlation between z and r2z. This is seen in the estimates
found in this study in a scatter plot of z/f versus r2z/j f j
(Figure 14c).
[51] The mean of jrz/f j × sgn(z/f ) is indistinguishable

from zero and its distribution is skewed positive (Figure 12c).
For the distribution of the absolute value of the vorticity
gradient (not shown), about 90% of the data lays below 1 ×
10−6 m−1. This is of the same order as b/f, which decreases
from approximately 1 × 10−6 m−1 at 10° to 0.1 × 10−6 m−1 at
60°. It is very likely that the real vorticity gradients in the
ocean are larger [Klein et al., 2008], and these low values are
due to the low resolution of the altimetry data set: indeed, the
larger gradients of relative vorticity are found mostly in the
large‐scale vorticity patterns, i.e., the large mesoscale eddies
(Figures 14b and 13).
[52] Finally, large EKE values are found on average in

regions of large cyclonic or anticyclonic vorticity (Figure 14a),
which are therefore also regions of large magnitude for
r2z/j f j. There is considerable scatter in geostrophic EKE
as a function of z/f, requiring average values to be estimated
in bins in order to reveal this relationship between EKE
and z/f.

5.3. Observations of NIOs Modifications
by the Mesoscale

[53] The characteristics of NIOs are now binned with the
characteristics of the geostrophic field. For each bin, the mean
values and the standard errors of the mean are estimated,
leaving out bins for which less than 10 observations are
available.
5.3.1. Vorticity
[54] Our observations confirm the linear dependence of

the RFS on the vorticity anomaly, consistent with Kunze’s
[1985] paradigm and the solutions of Danioux et al.

Figure 12. Probability density functions for (a) relative vorticity anomaly z/f, (b) Laplacian of the rel-
ative vorticity divided by the absolute inertial frequencyr2z/j f j, and (c) magnitude of the vorticity gradient
divided by the absolute inertial frequency jrz/f j and multiplied by the sign of z/f. The gray curve is a
Gaussian distribution with the same mean and standard deviation than each distribution.
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[2008] (Figure 15c). A weighted least‐square fit gives
Df/f = 0.39z/f + 0.007.
[55] The intercept of the fit suggests a globally average

0.7% blue shift (cyclonic) of NIOs at the surface. This
intercept goes to zero when the data approximately equa-
torward of 30°N or S are discarded from the fit. This is
consistent with what was previously described for Figure 8.
[56] IEB is approximately 11.5 days at zero z/f and

decreases almost monotonically with increasing positive z/f
(Figure 15b). IEB decreases also for increasing negative z/f,
albeit not as strongly. This implies that the more they are
shifted in frequency, the faster NIOs decay at the surface,
with overall faster decay in cyclonic regions compared to
anticyclonic regions.
[57] Despite the fact that on average IEB and NIV are

approximately linearly related (Figure 11), the dependency
of NIV on z/f differs from IEB (Figure 15a). Despite large
error bars, NIV is overall greater in regions of anticyclonic
vorticity than in regions of cyclonic vorticity. In a globally
averaged sense, larger NIV is measured by surface drifters
in anticyclonic geostrophic regions, consistent with trapping
and possibly amplification of NIOs in anticyclonic regions.

5.3.2. Laplacian of Vorticity
[58] The RFS shows a clear linear relationship withr2z/j f j

(Figure 16c) as expected from the anticorrelation between
z and r2z (Figure 14c). Similarly, IEB is maximum near
zero values of r2z/j f j and decreases for increasing absolute
values ofr2z/j f j (Figure 16b). However, the decrease is less
pronounced for increasing positive values of r2z/j f j, so
that larger values of IEB are found in regions of positive
r2z/j f j compared to regions of negative r2z/j f j of the same
magnitude.
[59] NIV decreases with increasing negative values of

r2z/j f j, (Figure 16a) but a decrease for increasing positive
values is not as clear. Overall, larger values of NIV are found
in regions of positiver2z/j f j compared to regions of negative
values, once again compatible with the anticorrelation of
r2z/j f j and z/f and the behavior of NIV with respect to z/f,
observed previously.
5.3.3. Gradient of Vorticity
[60] RFS is linearly dependent on the magnitude of the

vorticity gradient (Figure 17c), understandable since the
vorticity gradient is linearly related to the magnitude of

Figure 13. Vorticity z (shading) and Laplacian of vorticity r2z (contour) computed from AVISO map
of sea level anomaly on 23 May 2007 and Rio05 mean dynamic topography. The zero contour for r2z is
drawn in green, and positive contours at interval 10−14 s−1 m−2 are drawn in black and negative contours at
the same interval are drawn in gray.

ELIPOT ET AL.: MODIFICATION OF INERTIAL OSCILLATIONS C09010C09010

15 of 20



the vorticity (Figure 14b). Near zero values of jrz/f j ×
sgn(z/f ), RFS is positive, but this blue shift once again dis-
appears when data within 30° of the equator are excluded
from the analysis.
[61] IEB is maximum near zero values of jrz/f j × sgn(z/f )

(Figure 17b), and decreases when the vorticity gradient
increases, albeit not as strongly for anticylonic vorticity as
for anticyclonic vorticity. In contrast, NIV does not depend
on the gradient of the vorticity (Figure 17a).

5.3.4. Geostrophic Eddy Kinetic Energy
[62] The RFS is not strongly dependent on EKE

(Figure 18c), especially considering the logarithm scale. For
about 2 orders of magnitude RFS is constant at around 0.01,
reflecting the global average. However, in the largest EKE

Figure 14. (a) Mean geostrophic EKE with standard error
of the mean as a function of z/f. (b) Scatterplot of the mag-
nitude of the vorticity gradient jrz/f j times the sign of z/f
as a function of z/f. (c) Scatterplot of r2z/j f j as a function
of z/f.

Figure 15. (a) Mean near‐inertial variance, (b) mean
inverse excess bandwidth, and (c) mean relative frequency
shift when the data are binned by values of z/f. The solid
gray line in Figure 15c corresponds to the weighted least‐
square regression on the data Df/f = 0.39z/f + 0.007. The
dashed black line corresponds to the theoretical Df/f =
0.5z/f. Positive z/f correspond to cyclonic vorticity anoma-
lies. Error bars correspond to the standard error of the mean
in each bin.
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bins, RFS appears to be preferentially negative. The last bin
includes only 19 data points and is unlikely to represent a
significant global value. Similarly, NIV is not a function of
geostrophic EKE on average (Figure 18a).
[63] IEB strongly depends on log10 EKE (Figure 18b): it

decreases approximately linearly from about 14 days to
8 days. This is compatible with the relationships described

above: large EKE regions are associated with large z/f or
r2z/f regions in the altimeter data set (Figure 14), within
which IEB is shorter.
[64] We can now understand better the geographical pat-

terns for IEB (Figure 10). Whereas the intrinsic relationship
between IEB and NIV suggests that IEB should be large
where NIV is large at midlatitudes (Figure 9), this is not the
case for the Kuroshio extension region, the core of the Gulf

Figure 16. (a) Mean near‐inertial variance, (b) mean
inverse excess bandwidth, and (c) mean relative frequency
shift when the data are binned by values of the Laplacian
of vorticity r2z/j f j. Error bars are standard error of the
mean in each bin.

Figure 17. (a) Mean near‐inertial variance, (b) mean
inverse excess bandwidth, and (c) mean relative frequency
shift when the data are sorted in bins of magnitude of the
gradient of vorticity divided by f times the sign of the rela-
tive vorticity.
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Stream and along the Antarctic Circumpolar Current where
the geostrophic EKE is larger, and IEB is therefore smaller.

6. Summary and Discussion

[65] Combining the analyses of surface drifter and altimetry
data confirms that the frequency of NIOs is shifted by the
geostrophic relative vorticity, in a globally average sense.
The effect of the vorticity is superimposed on a global pattern;

equatorward of 30°N or S, NIOs are shifted positive (a blue
shift) on average by 2.5%. This blue shift may be the
result of a global field of NIOs whose propagation is con-
strained toward the equator because of the b effect [Fu, 1981;
Elipot and Lumpkin, 2008]. Because it is observed that, in
the altimetry data set, r2z/f is anticorrelated and jrz/f j ×
sgn(z/f ) is correlated with z/f, it is also observed that the
frequency shift depends linearly on these quantities.
[66] If only positive z/f data are considered, the frequency

shift agrees, within the error bars, with the theoretical 1/2
slope from Kunze’s [1985] paradigm. In contrast, if only
negative z/f data are used, the frequency shift is less than 1/2
in magnitude. This is unexpected because it is commonly
thought that because of the centrifugal force in a vortex‐
shaped eddy, the geostrophic velocity deduced from the
pressure (sea level) gradient is overestimated in cyclones
and underestimated in anticyclones [Maximenko and Niiler,
2006]. The same biases should take place for the vorticity so
that if the 1/2 slope is expected for true vorticity, the slope
should be smaller in cyclonic vorticity regions and larger in
anticyclones; the opposite of what is found here. For jz/f j >
0.1, the 1/2 slope is no longer observed, and the frequency
appears lower than what is expected. Various reasons may be
responsible. Since z/f is an estimate of the Rossby number
of the flow, at larger values the assumption of weak geo-
strophic shear may not be valid anymore. Also, we assumed
that the Doppler shift could be neglected as if the surface
drifters were completely advected by the geostrophic flow.
This assumption may not be valid when the magnitude of the
geostrophic velocity becomes large and the flow feature
rapidly passes a drifter, introducing a Doppler shift to the
frequency felt by a drifter.
[67] Finally, NIOs at the surface eventually develop finite

horizontal scales so that the dispersion relation (equation (6))
from Kunze’s [1985] theory can no longer be taken in the
approximation kH/kz → 0. Similarly, in the solutions of
Danioux et al. [2008], the z/2 phase shift is predicted at the
earliest times of the solution only, that is just after generation
of a spatially uniform NIO by the wind. At later times, it is
predicted that inhomogeneities in the NIO field itself, i.e.,
the development of finite length scales, should play a role
in the dispersion of the phase (see equation (10)).
[68] Our observed geographical patterns of NIV are

consistent with other global analyses [Park et al., 2005;
Chaigneau et al., 2008; Elipot and Lumpkin, 2008].
Chaigneau et al. [2008] showed that the Pollard and
Millard [1970] slab layer model forced by scatterometer
winds is unable to reproduce their global observations. In
fact, Plueddemann and Farrar [2006] showed that it is nec-
essary to take into account the interactions with the stratifi-
cation below the mixed layer to better model the near‐inertial
energy. Our results suggest that the geostrophic mesoscale
also plays a role in shaping the geography of NIOs, not only
in term of RFS but also for NIV.
[69] We are able to partially confirm some theoretical and

numerical predictions about the organization of near‐inertial
energy by a rich field of mesoscale eddies. The observed
NIV at the surface depends upon the geostrophic vorticity:
it is approximately maximum for near zero values of the
Laplacian of the vorticity, and decreases for nonzero values,
albeit not as much for positive as for negative values. As a
consequence, more NIV is found in anticyclonic vorticity

Figure 18. (a) Mean near‐inertial variance, (b) mean
inverse excess bandwidth, and (c) mean relative frequency
shift when the data are binned by the geostrophic eddy
kinetic energy EKE = (U2 + V2)/2.
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regions than in cyclonic vorticity regions. Figure 16 is not
unlike Figure 13a of Danioux et al. [2008] which shows
how the near‐inertial horizontal energy of the third vertical
mode of NIOs varies as a function of the Laplacian of
vorticity in a numerical simulation. They found that this
result is also applicable to the other modes.
[70] Our values of NIO decay time scales, via the analysis

of the excess bandwidth of the velocity spectrum, are intrin-
sically linked to our observation methods: more near‐inertial
variance over the analyzed time series is associated with
longer diagnosed time scale. Like NIV, IEB is generally
shorter when the vorticity or the Laplacian of vorticity is
larger. Yet while NIV is largely independent of the gradient
of the vorticity, IEB decreases with increasing gradient, an
observation consistent with the results of van Meurs [1998]
who showed the same phenomenum from drifter observa-
tions and numerical simulations. If one interprets the time
scale of the evolution of surface NIOs as being the time
necessary for the near‐inertial energy to propagate vertically
downward, our observations are consistent with the concept
of the relative vorticity gradient acting like the planetary
vorticity gradient. Interestingly, because larger vorticity or
vorticity gradient regions are associated with larger geo-
strophic EKE regions, IEB decreases linearly with log10 EKE.
[71] We are inclined to think that our observations are

most compatible with the results of Danioux et al. [2008].
However, a restriction of the applicability of their results
here is their requirement that the eddy field is essentially
barotropic, i.e., that there is a separation of scale in the vertical
between the two types of motions. Mesoscale sea level
anomalies that are measured by altimetry represent mostly the
first baroclinic mode [Wunsch, 1997]. In contrast, NIOs are
supposedly excited within the mixed layer and vertically
uniform. Thus, the vertical extension of the geostrophic
vorticity is expected to be greater that the vertical extension
of NIOs captured by surface drifter, which are drogued to
follow the water at a depth of 15 m. Note, however, that
Danioux et al. [2008] considered the free decay of NIOs
and that drifter observations are in the perpetually forced
real ocean.
[72] Our observations can also be compared to the ideas of

Polzin [2008], who investigated mesoscale eddy internal
wave coupling from vertical profiles of horizontal velocity
in the MODE experiment. He concluded that those data
were consistent with internal wave dynamics affected domi-
nantly by Doppler shifting and a wave capture scenario
[Bühler and McIntyre, 2005]. Here, the magnitude of the
geostrophic strain, as estimated by the altimetry data set, is
strongly correlated with the geostrophic EKE (not shown).
Therefore, the influence of the strain on the characteristics
of NIOs is very similar to EKE, that is while RFS and
NIV are mostly independent of the strain, IEB decreases
strongly with increasing strain. However, the applicability of
the wave capture scenario to our observations is unclear.
[73] The modification of NIOs by the mesoscale is of

course a time‐dependent problem, so that the implicit
assumption of stationarity made in our analysis of the drifter
velocity spectrum is not always true. However, the com-
patibility of our observations with analytical and numerical
predictions suggest that these theories may at least partly
apply to the real ocean. If so, our results reinforce the idea
that the vertical propagation of inertial energy from a source

at the surface like the wind is strongly conditioned by the
mesoscale field, especially the asymmetric modification of
cyclonic and anticyclonic vorticity. Oceanic general circu-
lation models should take these effects explicitly into
account in their vertical mixing scheme near the suface [e.g.,
Zhai et al., 2009, and references therein].
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