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Abstract The intense sea surface temperature cooling caused by tropical cyclone-induced mixing lasts
several weeks and may thus influence a later cyclone passing over it. Using a 28 year analysis spanning the
North Atlantic, eastern Pacific, and Northwest Pacific, we systematically demonstrate that, on average, when
tropical cyclones encounter lingering wakes, they experience sea surface temperatures that are ∼0.25–0.5◦C
colder. Consequently, the intensification rates are ∼0.4–0.7 m s−1

36 h
lower for cyclones when they interact with

wakes, consistent with the maximum potential intensity theory. The probability for cyclones to encounter
lingering wakes varies positively with cyclone frequency, is ∼10% on average, and has been as high as
27%–37% in the past. These large interaction probabilities reduce the mean intensification rates for cyclones
by 3%–6% on average and by ∼12%–15% during the most active years. “Cyclone-cyclone interactions” may
therefore represent a mechanism through which tropical cyclones self-regulate their activity to an extent on
intraseasonal time scales.

1. Introduction

Tropical cyclones (hereafter “cyclones”) are one of the most destructive and widespread natural hazards
in the tropics and subtropics [Emanuel, 2003], with considerable socio-economic impact and the poten-

tial to actively modulate climate [Sriver and Huber, 2007; Korty et al., 2008; Mei et al., 2013]. Theory shows

that the maximum wind speed that can be achieved by a cyclone depends critically on the air-sea
temperature difference, making sea surface temperature (SST) one of the most important parameters to

affect cyclone intensity [Emanuel, 1999]. Although the significance of SST has been further accentuated by

studies showing that the integrated intensity of cyclones is strongly regulated by tropical SSTs at decadal

time scales [Emanuel, 2005; Sriver and Huber, 2006], the contribution of SST to trends in cyclone activity
remains uncertain, with studies yielding mixed results [Knutson et al., 2010; Vecchi and Knutson, 2011; Kossin
et al., 2013].

When over the ocean, a cyclone induces intense vertical mixing that entrains colder, deeper water into the
relatively warm mixed layer [Price, 1981; Bender and Ginis, 2000]. The pronounced SST cooling that results
affects the evolution of the cyclone’s intensity through modulation of air-sea enthalpy fluxes [Shay et al.,
2000; Cione and Uhlhorn, 2003; Lin et al., 2008; Lloyd and Vecchi, 2011; Balaguru et al., 2012]. These cold
SST wakes relax back to climatological conditions at time scales of several weeks, opening up the possi-
bility for later cyclones to interact with them [Hart et al., 2007; Price et al., 2008; Dare and McBride, 2011;
Vincent et al., 2012]. A very recent example of such an interaction occurred when cyclones Iselle and Julio
approached the Hawaiian Islands in August 2014 (http://pmm.nasa.gov/mission-updates/trmm-news/
trmm-sees-iselle-and-julio-menacing-hawaii).

The purpose of the present study is to systematically identify such interactions and quantify their impacts
on cyclone intensity through the use of numerical model simulations of a representative case and historical
observations. The layout of the paper is as follows. In section 2, a brief description of the numerical model,
data, and methodology is given. Section 3 concerns the results obtained, and finally, the implications of our
study are discussed in section 4.
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2. Model, Data, and Methodology

To illustrate the impacts of lingering cold wakes on the intensity of later cyclones that pass over them, we
select a numerical modeling case study. Next, to generalize the results, we analyze observed cyclone track
data and SST data to estimate the intensification rates for cyclones that encounter and do not encounter
lingering cold wakes, focusing on three ocean basins with frequent cyclone activities. These estimates are
then compared against theoretical values of maximum potential intensity based on SST. More details are
provided in the subsections below.

2.1. Model
Numerical modeling of Katia and Maria, two Atlantic cyclones during the 2011 cyclone season, was used to
illustrate the mechanism of cyclone-cyclone interactions. Katia was a powerful Atlantic cyclone that caused
considerable SST cooling in its wake, and Maria was a later cyclone that closely followed Katia’s track and
crossed over it. To evaluate the effects of Katia’s cooling on Maria’s intensity, numerical simulations were per-
formed using the nonhydrostatic compressible WRF-ARW (Advanced Weather Research and Forecasting)
model version 3.3.1 developed by National Center for Atmospheric Research [Skamarock et al., 2005]. Two
sets of simulations were conducted—control (WAKE) and experiment (NO-WAKE). In the WAKE set, the
model is forced with observed SST, updated every 6 h. For the NO-WAKE set, we apply the same SST forcing
as in WAKE but with a perturbation added to it that eliminates the fingerprint of Katia. The perturbation
on 11 September, which is day 1 of the WAKE and NO-WAKE simulations, is given by the magnitude of the
anomalous SST cooling caused by Katia on 11 September (supporting information Figure S1). The amplitude
of the perturbation on each day of the simulation is progressively reduced from its value on the previous
day according to the composite mean evolution of September SST anomalies (supporting information
Figure S1). Each set includes 12 ensemble members, each member with a different combination of model
physics parameterizations available in WRF to provide a more robust estimate of the effects of Katia’s wake
on Maria (supporting information).

2.2. Data
Cyclone track data for the period 1984–2011, obtained from http://eaps4.mit.edu/faculty/Emanuel
[Emanuel, 2005], are used to identify cyclone track locations and maximum wind speed at 10 m, and to
compute the cyclone translation speeds and intensification rates. The data here have been compiled from
NOAA’s National Hurricane Center [Landsea and Franklin, 2013] and from the U.S. Navy’s Joint Typhoon
Warning Center [Chu et al., 2002]. Daily SST data from http://www.esrl.noaa.gov/psd/data [Reynolds et al.,
2007] are used to compute SST changes along the cyclone tracks. The domain of analysis is 15◦N–25◦N,
90◦W–60◦W in the Atlantic, 12◦N–22◦N, 120◦W–100◦W in the eastern Pacific, and 0◦N–30◦N, 130◦E–180◦E in
the Northwest Pacific, respectively. The period of analysis is June–November for the Atlantic and Northwest
Pacific basins and July–October for the eastern Pacific basin. These months correspond to the most active
periods in each basin when interaction between cyclones is most likely. Additionally, in the Atlantic, we con-
sider only those locations where the cyclone maximum wind speed exceeds 26 m s−1. Subsampling cyclone
track data using these regions, time periods, and minimum wind speed criteria ensures that the distribution
of cyclone characteristics such as maximum wind speed and translation speed is statistically indistinguish-
able in the interacting and noninteracting sample sets, as confirmed by a Student’s t test for difference
of means. This allows for a fair comparison and makes our estimates of the effects of “cyclone-cyclone
interactions” robust.

2.3. Methods
We identify cyclone-cyclone interactions from the historical data set of cyclone tracks for the period
1984–2011. For each cyclone track location, we check for later cyclone track locations that satisfy the
“closeness in time,” “closeness in space,” and “minimum SST cooling” criteria. As the restoration time scale of
a cyclone’s cold SST wake is on the order of a few weeks [Hart et al., 2007; Price et al., 2008; Dare and McBride,
2011; Vincent et al., 2012], to satisfy the closeness in time criterion, the maximum separation in time is taken
as 2 weeks. The mean radius of 12 m s−1 surface wind for cyclones in the Atlantic, eastern Pacific, and North-
west Pacific is about 210 km, 125 km, and 250 km, respectively [Chavas and Emanuel, 2010]. Since little deep
convection occurs beyond this distance from the center [Chavas and Emanuel, 2010], we assume this dis-
tance as the mean cyclone radius and twice this distance as the mean cyclone size in the corresponding
basin. If the distance between the two cyclone track locations is less than the corresponding mean cyclone
size for that basin, then the closeness in space criterion is satisfied. Finally, if the SST cooling induced by the
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first cyclone is at least 0.5◦C in magnitude, then the minimum SST cooling criterion is satisfied. This ensures
that a significant amount of SST cooling induced by a prior cyclone persists beyond 2 weeks, as shown in
section 3.2. If all three criteria are met, then a cyclone-cyclone interaction is said to occur.

Daily SST anomalies are computed by subtracting climatological daily SST values, generated using 28 years
of SST data, from the corresponding daily SST values. The SST change under a cyclone is then given as the
difference between the SST anomaly 2 days after the arrival of the storm and the 10 day mean SST anomaly
prior to a day before the arrival of the storm. The values of SST change are averaged over a box centered on
the storm. The size of the box in each basin is based on the mean cyclone size for the corresponding basin
[Chavas and Emanuel, 2010; Knaff and Zehr, 2007; Knaff et al., 2014]. This procedure accounts for any possi-
ble asymmetry in cyclones. The cyclone intensification rate is calculated as the linear regression coefficient
of the maximum wind speed over six successive 6-hourly snapshots [Lloyd and Vecchi, 2011]. Track locations
for cyclones making landfall within these 36 h are excluded from our analysis to eliminate possible contami-
nation of our results from landfall effects. The histograms and probability density function (PDFs) have been
estimated using the Monte Carlo technique of repeated random sampling [Balaguru et al., 2012].

Having estimated the PDFs of cyclone intensification rate and probability of cyclone-cyclone interactions,
the percentage reduction in the overall mean intensification rate due to cyclone-cyclone interactions is
calculated as p∗(Inw−Iw )

Inw
, where p is the probability of interaction, Inw is the mean intensification rate when

wakes are not encountered, and Iw is the mean intensification rate when wakes are encountered. Addition-
ally, the reduction in cyclone intensification rate can be estimated theoretically for comparison. Following
Cione and Uhlhorn [2003], the potential intensity (PI) of a cyclone is defined as the difference between the
SST-based maximum potential intensity (MPI) and the initial intensity of the cyclone before intensifica-
tion. In the Atlantic and Northwest Pacific, the MPI is an exponential function of SST and is expressed as
MPI = A + B.e C(SST−T0). Here the constants A, B, C, and T0 are obtained for the Atlantic and Northwest
Pacific basins from DeMaria and Kaplan [1994] and Zeng et al. [2007], respectively. On the other hand, in the
eastern Pacific, MPI varies linearly with SST and is given as MPI = C0 + C1(SST − T0). The constants C0 and C1

in this relationship are obtained from Whitney and Hobgood [1997]. We calculate the mean values of MPI
across all cyclones, separated into those that encounter and those that do not encounter wakes.

3. Results
3.1. Case Study
We begin with the case study of Katia and Maria, two Atlantic cyclones that occurred between 29 August
and 16 September 2011. The SST cooling induced by Katia is shown in Figure 1a with the tracks of Katia
and Maria overlaid. Katia was a major cyclone that caused considerable SST cooling along its track in the
northwestern tropical Atlantic. Maximum cooling of 3◦C occurred near 65◦W and 25◦N, where Katia reached
its peak intensity of category 4 on the Saffir-Simpson scale. Maria passed very close to the track of Katia
between 11 and 14 September, separated by a maximum distance of 500 km, and crossed directly over
Katia’s track on 15 September. Thus, it is likely that during this period, Maria, which remained at “tropical
storm” strength throughout, felt the lingering cold SST wake of Katia. The time evolution of SST cooling
induced by Katia (Figure 1b) shows that maximum cooling occurred between 9 and 10 September and
between 65◦W and 70◦W. Later, considerable SST cooling induced by Katia persisted until the arrival of
Maria, despite a decrease in the magnitude of the cooling.

Having established that Maria felt the cold SST wake of Katia, we next evaluate the impact of the wake on
Maria’s intensity through an ensemble of numerical sensitivity experiments with an atmospheric model.
For the control case (WAKE), in which the model is forced with observed SST, the salient features of Maria
are reasonably reproduced (supporting information). In the experiment case (NO-WAKE), the model is
forced with SST that has the influence of Katia removed. Consequently, Maria’s maximum intensity in
NO-WAKE is higher, as depicted in Figure 1c. Maria’s intensity gradually increases in NO-WAKE beginning on
12 September, as the storm makes its way closer to the region where Katia’s cooling was strong. Maria
achieves a category 2 intensity by 18:00 UTC of 14 September in NO-WAKE, considerably stronger than the
category 1 intensity reached in WAKE. The enthalpy flux at the air-sea interface under Maria is 55 W m−2

higher between 13 and 15 September for NO-WAKE compared to WAKE, due to the absence of Katia’s cold
wake. As a result, in NO-WAKE the maximum wind speed is 10 m s−1 higher and the minimum sea level pres-
sure (SLP) is 14 hPa lower on average compared to WAKE. The differences between the experiments are
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Figure 1. Interaction of cyclones Katia and Maria. (a) The SST cooling induced by Katia is shown in the background with the tracks of cyclones Katia and Maria
overlaid. (b) The time evolution of SST cooling induced by Katia, averaged between 23◦N and 32◦N, is shown in this Hovmöller plot. SST evolution is shown only
until 13 September, beyond which it is contaminated by Maria’s wake. (c) Time evolution of the ensemble mean difference between WAKE and NO-WAKE for
enthalpy flux, maximum 10 m wind speed and minimum sea level pressure (SLP) with error bars indicated. Snapshots of reflectivity at 12:00 UTC of 14 September
from (d) WAKE and (e) NO-WAKE with the storm locations indicated. Note that the reflectivity in Figures 1d and 1e corresponds to the time when Maria began
to cross Katia’s wake in the model and also when the difference between Maria’s intensity in the WAKE and NO-WAKE experiments was a maximum (Figure 1c).
The slight discrepancy between the modeled and observed storm locations arises because the simulated translation speed of Maria is slightly faster than the
observed speed.

further delineated in Figures 1d and 1e, which show snapshots of reflectivity, a proxy for the strength of
atmospheric convection, at 12:00 UTC on 14 September. The convection of Maria in WAKE was disorganized,
but it was well organized in NO-WAKE with a clearly defined eye and a concentric eyewall structure. Thus,
the SST cooling induced by Katia limited the maximum intensity and intensification rate of Maria.

3.2. Observational Analysis
The case study of Katia and Maria leads to the following questions: Is this an isolated event or does it occur
more often for cyclones in general? If so, how significant and frequent are these interactions and what
are the broader implications? To address these questions, we perform a Lagrangian analysis of tropical
storms and cyclones for the 28 year period 1984–2011 in the Atlantic and the eastern and Northwest Pacific
basins, the three most active cyclone basins [Gray, 1968]. We define a cyclone-cyclone interaction as a
situation in which a cyclone approaches another cyclone sufficiently close in time and space, to feel the cold
SST wake induced by the first storm. We then compute preexisting SST, the SST change induced by each
cyclone and the cyclones’ intensification rates, contrasting the situations in which cyclones encounter wakes
with cases in which they do not.

BALAGURU ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6858



Geophysical Research Letters 10.1002/2014GL061489

Figure 2. Analysis of Atlantic cyclone track data (1984–2011). (a) Composite mean evolution of cyclone-induced SST
anomalies colder than −0.5◦C. (b) Mean intensification rate of a later storm as a function of the SST change induced
by the first storm. (c) PDF of intensification rates for cyclones when they encounter cold wakes and when they do not.
The lighter shading indicates the error bounds. (d) The probability for cyclone-cyclone interactions and the number of
6-hourly cyclone track locations. The region of analysis in the Atlantic is bounded by 90◦W–60◦W and 15◦N–25◦N.

The mean SST felt by cyclones when they encounter wakes is lowered by 0.53◦C in the Atlantic, 0.38◦C in
the eastern Pacific, and 0.25◦C in the Northwest Pacific compared to the SST when they do not encounter
wakes. The larger magnitude of cold wakes in the Atlantic reflects a higher threshold for wind speed used for
subsampling data in that basin. Thus, when cyclones encounter wakes, there is a reduction in the amount
of energy in the upper ocean that can be transferred to the storm and aid its intensification. The conse-
quent effect is illustrated in Figures 2, 3, and 4 for the Atlantic, the eastern, and Northwest Pacific basins,
respectively. Composite mean profiles of the evolution of SST cooling reveal that the surface ocean cool-
ing induced by cyclones is significant well beyond 30 days on average (Figures 2a, 3a, and 4a), providing a
window of time for interactions to occur.

The histogram of mean intensification rates when cyclones encounter wakes is plotted as a function of
the SST change induced by earlier cyclones (Figures 2b, 3b, and 4b). In general, the larger the magnitude

Figure 3. Analysis of eastern Pacific cyclone track data (1984–2011). As in Figure 2 but for the eastern Pacific. The region
of analysis is bounded by 120◦W–100◦W and 12◦N–22◦N.

BALAGURU ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6859
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Figure 4. Analysis of Northwest Pacific cyclone track data (1984–2011). As in Figure 2 but for Northwest Pacific. The
region of analysis is bounded by 130◦E–180◦E and 0◦N–30◦N.

of SST cooling produced by the prior cyclones, the stronger the decay of later cyclones when they encounter
the wakes. Probability distribution functions (PDFs) of intensification rates are derived from data for cyclones
when they encounter cold wakes and when they do not (Figures 2c, 3c, and 4c). The PDFs for cyclones
when they encounter wakes are skewed toward lower intensification rates compared to the PDFs for
cyclones when they do not. For the Atlantic, the mean intensification rate for cyclones when they encounter
wakes is −0.87 m s−1

36 h
, whereas for cyclones when they do not encounter wakes the rate is considerably

higher at −0.2 m s−1

36 h
. Similarly, for the eastern and Northwest Pacific, the mean intensification rates for

cyclones when they encounter wakes are −0.59 m s−1

36 h
and 0.57 m s−1

36 h
, substantially lower than the mean

intensification rates when they do not encounter wakes, which are −0.16 m s−1

36 h
and 0.99 m s−1

36 h
, respectively.

These results emphasize the weakening effect of wakes on cyclones when they encounter them. The differ-
ences in SST and cyclone intensification rates with and without wakes are statistically significant at the 95%
confidence level.

To further understand these changes in intensification rates, we consider the impact of cold wakes on the
PI, a measure of a cyclone’s intensification tendency. Since our primary aim is to isolate the influence of cold
SST wakes, we use the form of MPI that is a function of SST alone. According to this formulation, the MPI
denotes the upper bound to the intensity that can be achieved by a cyclone for a given SST. Hence, under
identical initial intensity conditions, the change in PI for a storm due to a difference in SST is equivalent to
the change in MPI. Using this relationship, the difference in PI for cyclones when they encounter and do not
encounter wakes is estimated from the corresponding mean SST felt by cyclones. For instance, the reduction
in PI caused by wakes in the Atlantic is computed as 4.2 m s−1. Assuming that this reduction occurs over
36 h or six 6-hourly time steps, it translates into a decay rate of 0.7 m s−1

36 h
, which compares very well with

the difference in mean intensification rates for cyclones when they interact and do not interact with wakes,
obtained from actual calculations (Table 1). Similar consistency is obtained for both the eastern Pacific and
Northwest Pacific cyclone basins. These results firmly reinforce our hypothesis that interaction with lingering
cold wakes from prior cyclones considerably reduces the intensification rates of cyclones.

The probability for cyclones to encounter lingering cold wakes varies positively with cyclone frequency in
all three basins. Consistent with cyclone activity, in the Atlantic the chance to encounter wakes exhibits
considerable year-to-year variability with a maximum of 28% and a mean of 7.5% (Figure 2d). In the east-
ern Pacific basin, which is the second most significant basin in terms of active storm area [Gray, 1968], the
probability for cyclones to interact with wakes is 11% on average and has been as high as 37% (Figure 3d).
The Northwest Pacific is by far the most active cyclone basin and accounts for nearly one third of the global
cyclone activity [Gray, 1968]. The probability for cyclones to encounter wakes in this basin is nearly 15%

BALAGURU ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6860
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Table 1. Summary of Impact of “Cyclone-Cyclone” Interactions in Each Ocean Basin

Atlantic Eastern Pacific Northwest Pacific

Mean SST felt—wake 28.11◦C 27.07◦C 28.40◦C
Mean SST felt—no wake 28.64◦C 27.45◦C 28.64◦C
Mean reduction in SST due to wakes 0.53◦C 0.38◦C 0.25◦C
Mean reduction in MPI due to wakes 4.22 m s−1 2.08 m s−1 3.27 m s−1

Mean intensification rate—wake −0.87 m s−1

36 h
−0.6 m s−1

36 h
0.57 m s−1

36 h

Mean intensification rate—no wake −0.21 m s−1

36 h
−0.16 m s−1

36 h
0.99 m s−1

36 h

Mean reduction in intensification rate due to wakes 0.67 m s−1

36 h
0.44 m s−1

36 h
0.42 m s−1

36 h

Mean interaction probability 7.5% 11% 15.4%
Maximum interaction probability 28% 37% 27%

on average and has been as high as 27% in the past (Figure 4d). These interaction probabilities are large
enough to modulate the mean intensification rates for cyclones. On average, cyclone-cyclone interac-
tions reduce the intensification rates for cyclones by 3.2% in the Atlantic, 4.6% in the eastern Pacific, and
6.5% in the Northwest Pacific. Furthermore, during the most active years, the mean intensification rates
are reduced by as much as ∼12% in the Atlantic and Northwest Pacific, and by ∼15% in the eastern Pacific.
A summary of the statistics for each cyclone basin is provided in Table 1. (Note that the above values for
the mean and maximum interaction probabilities are based on subsampled data in the three basins. When
basin-wide cyclone-cyclone interactions are considered, the interaction probabilities are considerably
higher (supporting information)).

4. Discussion

The analyses and ideas presented here represent a shift in our understanding of cyclone-cyclone inter-
actions, from infrequent events that may affect an individual cyclone’s intensity to a mechanism that
significantly modulates cyclone activity at intraseasonal time scales. Few studies in the past discussed the
possibility that cyclones may moderate the environment for subsequent cyclones [Brand, 1971; Bender and
Ginis, 2000; Hart et al., 2007; Wada and Usui, 2007; Baranowski et al., 2014]. The below normal September
Atlantic cyclone activity in 1995 has been partly attributed to the intense activity during the previous
month of August [Landsea et al., 1998]. Our analysis (Figure 2d) shows that the Atlantic experienced many
cyclone-cyclone interactions during 1995, providing support to the argument. Some other studies also
speculated on the possibility that interactions between cyclones through the ocean pathway may play a
role in the intraseasonal variability of cyclone activity [Knaff et al., 2013]. However, this study is the first to
present comprehensive and quantitative evidence.

Finally, there are a few caveats in our present work. Variations in cyclone size [Knaff et al., 2014] and lasting
changes in atmospheric stability [Hart et al., 2007] were not evaluated in this study. Next, we use the SST
cooling induced by a cyclone as a measure of its wake and assume that the recovery of the SST cooling sig-
nifies that of the wake. However, in reality the upper ocean cooling extends several tens of meters below
the surface and persists beyond the SST recovery time scale [Mrvaljevic et al., 2013]. Hence, by considering
only the SSTs, we may have underestimated the full impact of cyclone-cyclone interactions. Lastly, though
we demonstrate the ability of cyclones to check their own activity at subseasonal time scales, it is not clear
how this process influences the long-term variability of cyclones as a system. Mounting evidence suggests
that cyclone-induced vertical mixing may induce a warming in the ocean subsurface that persists for sev-
eral months [Sriver and Huber, 2007; Mei et al., 2013]. These warm anomalies below the thermocline may
reduce the entrainment cooling of the mixed layer for a later cyclone, tending to aid its intensification. Thus,
the “ocean heat pump” induced by cyclones has the potential to overwhelm the impact of cold SST wakes
at interannual to decadal time scales. Detailed modeling studies are therefore needed to understand the
relative significance of these two mechanisms and the implications of their combined influence for future
cyclone activity.
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