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Major activities in the second year of the project were in the following areas  

1. Mesoscale model simulations, verification and sensitivity to modeling of radar reflectivity 

2. Evaluating the data assimilation approach using MCMC with 1D cloud resolving model   

3. Graduate student training
1. Model simulations and verification with radar reflectivity observations
            In order to develop an optimal approach to correcting deficiencies in bulk explicit parameterizations of precipitation processes in mesoscale forecasting by radar data assimilation, it is necessary to first evaluate  model performance relative to radar observations and to diagnose model errors and an optimal measure of distance from these observations to use in the data assimilation.  The study so far includes model verification on examples of  IHOP (International H2O Project). In the first year we performed simulations of a sequence of storms during June 13 2002 in Central Great Plains.  The simulations were performed with Advanced Research WRF (ARW, Skamarock et al. 2005; Wicker and Skamarock 2002; Michalakes et al. 1998) community model with 4-km horizontal grid spacing and 51 vertical levels and three available microphysics options.  The results of verification of these simulations with observations including radar reflectivities using diagnostics such as histograms and 3D contingency tables in the radar reflectivity space indicate that the model forecast has extremely low skill relative to radar observations at point-by-point bases.   For example, the 3D contingency tables in the binned reflectivities for 3 different microphysical parameterizations, have shown that the model does not agree with the observations at more than 90% of the points in 3D domain only few hours into the forecast,  despite almost perfect agreement at the initial time. The agreement at the initial time results from  initialization with LAPS analysis which includes observed reflectivities. This initialization provides  “hot start” to the forecast. The “hot start” initial model data include cloud and precipitation hydrometeor fields with adjusted wind, humidity and temperature fields.   In contrast to the point-vise diagnostics which show low forecast skill, comparison of  2D reflectivity horizontal cross-sections between the model and LAPS analysis  indicated that the model captures some general features of the observed evolution of the storm system. The results of this analysis were presented at the 19th Conference on Numerical Weather Prediction in June of 2009. These initial results indicated that the model resolution should be increased for better comparison with the reflectivity observations.  

In the second year of the project analysis and model simulations of two IHOP events have been performed using higher spatial resolution. The events occurred during June the 13-14  and 16-17 of 2002. The three different microphysical schemes were used as before, including Lin, WSM6 and Schultz.   The model simulations were compared to gridded radar reflecitivty analyses that were produced by LAPS at the same spatial resolution as the model grid. To test sensitivity of verification diagnostics to the modeling of reflectivity from the forecast model background fields, we employed three different reflectivity models. These are commonly used empirically-based synthetic reflectivity calculations referred to as ‘Kessler’ and ‘RAMS’ and physically based radar model which includes options for different hydrometeor distribution parameters  and careful modeling of radar measurement’s geometry, designated SynPolRad . This radar model was developed at the DLR-Institute of Atmospheric Physics, Oberpfaffenhofen, Germany, by M. Pfeifer and collaborators (Pfeifer et al. , 2008)  for studies in radar meteorology and for mesoscale forecast model validation. We have acquired the model from the developers by contact through Prof. Katja Frierdich of department of Atmospheric and Oceanic Sciences at CU, Boulder . 

2. Evaluating the data assimilation approach using MCMC with 1D cloud resolving model   
In the second year of the project Vukicevic  co-authored on study and manuscript with D. Posselt

of University of Michigan, entitled “Robust characterization of model physics uncertainty for simulations of deep moist convection (Posselt and Vukicevic, 2010. J. Atmos. Sci, early on-line release.). The study addresses properties of relationship between microphysics parameters and remote sensing observations  in the context of data assimilation.   The study abstract is as follows: In this study, we seek to understand the functional relationship between model physics parameters and model output variables for the purpose of (1) characterizing the sensitivity of the simulation output to the model formulation and (2) understanding model uncertainty so that it can be properly accounted for in a data assimilation framework. We employ a Markov chain Monte Carlo algorithm to examine how changes in cloud microphysical parameters map to changes in output precipitation, liquid and ice water path, and radiative fluxes for an idealized deep convective squall line. Exploration of the joint PDF of parameters and model output state variables reveals a complex relationship between parameters and model output that changes dramatically as the system transitions from convective to stratiform. Persistent non-uniqueness in the parameter-state relationships is shown to be inherent in the construction of the cloud microphysical and radiation schemes, and cannot be mitigated by reducing observation uncertainty. The results reinforce the importance of including uncertainty in model configuration in ensemble prediction and in data assimilation, and indicate that data assimilation efforts  that include parameter estimation would benefit from including additional constraints based on known physical relationships between model physics parameters in order to render a unique solution. Also the results suggest that using observations which are more directly sensitive to the microphysics such as radar observations should be beneficial to the results of data assimilation which include the effect of microphysics.
           Consistency of the results in this study with the known relationships between the cloud microphysical processes and with the relationship between the properties of remote sensing types of observations with respect to these processes, suggest that the 1D-cloud resolving model that was used in the study is suitable for further analysis of data assimilation approach for purpose of improving the microphysical parameterizations.  Specifically, because the 1D model is already imbedded within very accurate and fully nonlinear data assimilation algorithm (MCMC - Markov Chain Monte Carlo) the analysis of the data assimilation results using the radar reflectivity observations with this modeling system would provide comprehensive evaluation of properties of the data assimilation solution with respect to the parameterized microphysical processes. Such evaluation would be infeasible with a 4D modeling system  but is needed in order to understand constraints under which a feasible data assimilation algorithm should be applied, such as 4DVAR. For example, understanding of the conditions that would render a posterior pdf (probability density function) unimodal is highly desirable. These conditions are  driven by the modeled relationship between the parameterized microphysical processes and by the observations of radar reflectivity including temporal resolution, length of assimilation window and integrals used to define the cost function.  The progression of the posterior pdf under variable conditions  could be investigated  only by analysis of the full pdf solutions as shown in Posselt and Vukicevic (210). Motivated by this approach, the new activity in the project in the second year involved implementation of the 1D model and MCMC algorithm at UM by graduate student van Lier-Walqui and diagnostic analysis of the microphysical  processes in the model and simulation of the reflectivity from this model solution. The results are described in the summary of major findings. Graduate student training

1. Graduate student training
Testing of the SynPolRad part of the post-processing pointed toward possible problems with code inefficiency and variable initialization. Further code debugging will be a part of the general software development effort for the third year of the project. So far we’ve gotten output from SynPolRad for the zero hour model time.

The model output was post processed by using two choices (mentioned above) for synthetic reflectivity calculations (SynPolRad option is still under testing). This resulted in a matrix of six solutions (three microphysics schemes and two different reflectivity calculation options) for each of the two events. 

     In the second year analysis and model simulations of two IHOP events have been performed. The selected events occurred on June the 13th and June the 16th of 2002. The June 13th event was associated with a stationary/cold frontal boundary and characterized by elevated convection. At the simulation initial time, 00 UTC, multiple convective cells existed in the vicinity of Oklahoma northern border. These convective cells pretty quickly organized into a squall line that moved north-west to south-east over the state of Oklahoma. The June 16th 2002 event was also initialized at 00 UTC. At the initial time the event was characterized by well defined meso-scale convective system (MCS) in southern KS and northern OK. The MCS developed from the merger of three smaller systems couple of hours earlier. 

Simulations of the two events were performed over six and three hours, respectively. During these periods both events were characterized with notable convective activity.  The simulations were performed by using high spatial (2-km horizontal grid spacing and 53 vertical levels) and temporal (15-minute) resolutions. Also the simulations included use of three different microphysics schemes available in the WRF-ARW code. The three microphysics included Lin, WSM6 and Schultz. The model output was post processed by using two choices (mentioned above) for synthetic reflectivity calculations (SynPolRad option is still under testing). This resulted in a matrix of six solutions (three microphysics schemes and two different reflectivity calculation options) for each of the two events. 

For both events LAPS analysis was produced, using the same spatial and temporal resolutions as the numerical model simulations. For this purpose all available observations including both 2D and 3D radar data reflectivity, radial velocities, other in-situ and remotely sensed data were used. The model runs used LAPS diabatic analysis as initial conditions. The six various options of the synthetic reflectivity have been objectively compared to the LAPS radar reflectivity analysis, using our locally developed verification software. This comprises histograms, contingency tables and various skill scores.   


Firstly, a comparison of two different synthetic reflectivity calculations was performed for June the 13th event and for two different microphysics (Lin and Schultz). The results for various reflectivity thresholds are presented in Figures 1 and 2. In case of Lin microphysics RAMS calculation of reflectivity was characterized by larger bias (ratio between number of observed and forecasted points) for all three different thresholds (20, 30 and 40 dBZ). Also, bias values increased with an increase in the reflectivity threshold (Fig. 1). Despite difference in bias, the two different approaches resulted in almost identical equitable threat score (ETS) values (Fig. 2). The same analysis instead using Schultz microphysics shows minimal differences between the two approaches in term of both bias and ETS (Fig. 2). 

Skill measures calculated by using the Kessler approach for various microphysics for three different thresholds for June the 13th 2002 event are illustrated in Figures 3 and 4.  It can be seen that changing the microphysics resulted in a notable difference in bias (fig. 3). The Lin scheme was frequently characterized with the highest bias, while opposite was true for the Schultz microphysics. All model simulations had comparable skill for all thresholds (Fig. 4). As expected the skill in all model solutions decreased with lead time.

Overall, for June the 13th 2002 event Lin microphysics solution resulted in bias larger than other solutions for almost all times and for all thresholds. This was especially true when compared to model solution using the Schultz microphysics. Figure 5 illustrates a west-east cross section of simulated reflectivity for the two schemes and the two different reflectivity calculation approaches. The overlaid contours represent the hydrometeor type and content. The fact that RAMS radar reflectivity calculation approach resulted in notably larger bias compared to the Kessler approach for Lin microphysics (Figs. 5a and b) pointed toward a Lin microphysics’s characteristic, large graupel production (Jankov et al. 2009). Namely, the RAMS approach weights each ice component (snow, cloud ice and graupel) separately and graupel being a larger particle size is weighted more heavily than others.  Given the Lin microphysics' tendency to largely overestimate presence of graupel, the RAMS approach resulted in much larger bias compared with the Kessler approach (Figs. 5a and b). In contrast, for Schultz microphysics, which is characterized by very limited graupel production (Jankov et al. 2009), different approaches in reflectivity calculation did not impact the results much (Figs. 5c and d).


Similar analyses were performed for June the 16th 2002 event. Bias calculation for the Lin and the Schultz schemes (Fig. 6) for lower thresholds showed much less sensitivity to the choice of synthetic reflectivity calculation. For 40dBZ threshold RAMS option was characterized by higher bias at all times compared to the Kessler option. Also, higher threshold comparison pointed toward higher bias for Schultz scheme which was opposite from findings for the June the 13th 2002 event. However, the ETS values for the two approaches were comparable for all times and all thresholds (not shown).

A similar trend in bias and ETS values was observed when various microphysical schemes were compared (Fig. 7). For this event no large differences in bias were detected among schemes at lower thresholds. For a 40 dBZ threshold the WSM6 solution was characterized by highest bias at all times, followed by Schultz and Lin. ETS values were comparable for all solutions at all times and for all thresholds. 

One additional way of analyzing the simulations results is to evaluate reflectivity-height histograms (courtesy of Marcus van Lier-Valqui). Figure 8 illustrated the reflectivity-height histograms for simulation using the Lin microphysics for two reflectivity calculation approaches (Figs 8a and b) and simulation using the Schultz microphysics with the Kessler calculation approach (Fig. 8c) for the first three forecast hours. Once again, it can be seen that the RAMS calculation approach (vs the Kessler approach) puts more weight and higher reflectivity on ice particles, especially larger ones, such us graupel. Comparison of the two different microphysics (Lin and Schultz) using the same Kessler reflectivity calculation approach, points toward larger frequency of occurrence at higher levels for the Lin scheme simulation as opposed to the Schultz simulation. Also, for this event frequency of occurrence seem to be larger for the Lin simulation at all heights and for all ranges of reflectivity intensity.  This indicates larger presence of graupel in the case of Lin microphysics but also potentially explaining very limited trailing stratiform region in the case of the simulation using Schultz microphysics (Figs. 8b and c). 

Similarly, Figure 9 shows all three model solutions for the first and the third forecast hours for June the 16th 2002 event. It can be seen that for this event the Lin solution was characterized by lower frequency of occurrence at higher and mid levels and 20-40 dBZ reflectivity range. This agrees well with previously discussed bias and ETS analysis. Also, WSM6 solution was very comparable to the one using Schultz microphysics.

Based on the preliminary analysis of the two convective events it may be speculated that the numerical model does not handle well events characterized by non-organized convection (single convective cells). Also, in this case as the convection got organized different microphysics performed differently (e. g. Lin was more active than other microphysics, particularly in terms of ice production). On the other hand, for the event in which the convection was well organized at the model’s initial time, various model solutions ended up with comparable results. Solution using the Schultz microphysics failed to simulate trailing stratiform region, while in the case of the Lin microphysics solution the stratiform region was overestimated. At the same time all model options resulted in a very similar solution for the well developed convective line.   

Animations of 6 and 3-hr simulated reflectivity and the corresponding analysis with 15 min. interval for June the 13th 2002 and June the 16th 2002 events, respectively can be found at the following location: http://laps.noaa.gov/nxgn/

The file names are 13frames700_20020616_lin_kess.gif and 21frames_20020613_lin_kess.gif.

[image: image1.png]Bias

Bias 20dBz

0

30 60 90 120 150 180 210 240 270 300

Forecasts minutes

—4—LIN-Kessler
== LIN-Rams
——SCH-Kessler
==<=SCH-Rams





[image: image2.png]Bias

12

10

Bias 30dBz

0

30 60 90 120 150 180 210 240 270 300

Forecast Minutes

—4—LIN-Kessler
== LIN-Rams
——SCH-Kessler
==<=SCH-Rams





[image: image3.png]Bias

OrRr N WE U O N ®

Bias 40dBz

0

30 60 90 120 150 180 210 240 270 300

Forecast Minutes

—4—LIN-Kessler
== LIN-Rams
——SCH-Kessler
==<=SCH-Rams





Figure 1. Bias values caluclated for the Lin and Schultz microphysics, for two different refklectivity calculation approaches (Kessler and RAMS) for three reflectivity thersholds and for simulation of June the 13th 2002 event.
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Figure 2. The same as in Fig. 1, except for ETS.
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Figure 3. As in Fig.1  except for three different microphysics.
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Figure 4. As in Fig. 2 except for three different microphysics.

a)                                                                b)
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          c)                                                                  d)
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Figure 5. West-East crosssection through the middle of the integration domain of simulated reflectivity by a) Lin microphysics using Kessler, b) Lin microphysics using RAMS, c) Schultz microphysics using Kessler, and d) Schultz microphysics using RAMS reflectivity calculation for the first forecast hour of June the 13th 2002 simulation at 01 UTC. 
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Figure 6. As in Fig.1, except for June the 16th 2002 event.
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Figure 7. As in Fig. 2, except for June the 16th 2002 event.

       a) Lin-RAMS
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      b) Lin-Kessler

[image: image26.jpg]Level (hPa)

200

300

400

500

800

700

800

900

1000
20

Reflectivity - Height Histogram, Time = 1(UTC)
WRF - Lin June 13, 2002

30

40 50 60 70
Kessler Radar Reflectivity (dBZ)

80

- |0.008

£ 0.008




[image: image27.jpg]Level (hPa)

Reflectivity - Height Histogram, Time = 2(UTC)
WRF - Lin June 13, 2002

0|
- 0.008
700
£ 0.008
800
0004
|
900 N 0.002
1000 = T 0
20 30 40 50 60 70 80 20

Kessler Radar Reflectivity (dBZ)



[image: image28.jpg]Level (hPa)

1000~
20

Reflectivity - Height Histogram, Time = 3(UTC)

30

WRF - Lin June 13, 2002

40 ) 50 60 70
Kessler Radar Reflectivity (dBZ)

80

90

- |0.008

£ 0.008

B 0.004

§ 0.002





      c) Schultz-Kessler 
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Figure 8. reflectivity-height histograms for a) Lin-RAMS, b) Lin-Kessler, and c) Schultz-Kessler for the first three forecast hours for June the 13th 2002 event.

a) Lin –Kessler
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b) Schultz-Kessler
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c) WSM6-Kessler
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Figure 9. Reflectivity-Height histograms  for the three model solutions a) Lin, b)Schultz and c) WSM6 for June the 16th 2002 event and for the 1st and the 3rd forecast hours.
Since June, in terms of the code development endeavor, a version of the SynPolRad model software, which allows production of synthetic polarimetric reflectivity and associated parameters, has been employed by CSU/CIRA personnel with help from Marcus van Lier-Walqui. The software has been implemented as a post-processing module within the LAPS framework. In addition, two different options for synthetic reflectivity calculation (‘Kessler’ and ‘RAMS’) have been added to the same framework. Testing of the SynPolRad part of the post-processing pointed toward possible problems with code inefficiency and variable initialization. Further code debugging will be a part of the general software development effort for the third year of the project. So far we’ve gotten output from SynPolRad for the zero hour model time.
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