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Ice-rich permafrost exposed on the face of Itkillik Bluff on the North Slope of Alaska. The bluffs and surrounding ice-rich
permafrost have lost large volumes of ice over recent years due to lateral erosion and surface disturbances such as wildfire
and climate warming. Members of NASA’s Arctic-Boreal Vulnerability Experiment visit this site annually to collect frozen
soil and ground ice for carbon analysis. The team also uses regional airborne and space-borne remote sensing to identify
potential volume of major ground ice loss in previously unidentified ice-rich parts of the landscape.
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In 2018, the dominant greenhouse gases released into
Earth’s atmosphere—carbon dioxide, methane, and nitrous
oxide—continued their increase. The annual global average
carbon dioxide concentration at Earth’s surface was 407.4
0.1 ppm, the highest in the modern instrumental record and
in ice core records dating back 800 000 years. Combined,
greenhouse gases and several halogenated gases contribute
just over 3 W m~2 to radiative forcing and represent a nearly
43% increase since 1990. Carbon dioxide is responsible for
about 65% of this radiative forcing.

With a weak La Nina in early 2018 transitioning to a weak
El Nifo by the year’s end, the global surface (land and ocean)
temperature was the fourth highest on record, with only
2015 through 2017 being warmer. Several European countries
reported record high annual temperatures. There were also
more high, and fewer low, temperature extremes than in
nearly all of the 68-year extremes record. Madagascar re-
corded a record daily temperature of 40.5°C in Morondava
in March, while South Korea set its record high of 41.0°C in
August in Hongcheon. Nawabshah, Pakistan, recorded its
highest temperature of 50.2°C, which may be a new daily
world record for April. Globally, the annual lower troposphere
temperature was third to seventh highest, depending on the
dataset analyzed. The lower stratospheric temperature was
approximately fifth lowest.

The 2018 Arctic land surface temperature was 1.2°C above
the 1981-2010 average, tying for third highest in the |18-year
record, following 2016 and 2017. June’s Arctic snow cover
extent was almost half of what it was 35 years ago. Across
Greenland, however, regional summer temperatures were
generally below or near average. Additionally, a satellite
survey of 47 glaciers in Greenland indicated a net increase in
area for the first time since records began in 1999. Increasing
permafrost temperatures were reported at most observation
sites in the Arctic, with the overall increase of 0.1°-0.2°C
between 2017 and 2018 being comparable to the highest rate
of warming ever observed in the region.

On 17 March, Arctic sea ice extent marked the second
smallest annual maximum in the 38-year record, larger than
only 2017. The minimum extent in 2018 was reached on 19
September and again on 23 September, tying 2008 and 2010
for the sixth lowest extent on record. The 23 September
date tied 1997 as the latest sea ice minimum date on record.
First-year ice now dominates the ice cover, comprising 77% of
the March 2018 ice pack compared to 55% during the 1980s.
Because thinner, younger ice is more vulnerable to melting
out in summer, this shift in sea ice age has contributed to the
decreasing trend in minimum ice extent. Regionally, Bering Sea
ice extent was at record lows for almost the entire 2017/18
ice season.

For the Antarctic continent as a whole, 2018 was warmer
than average. On the highest points of the Antarctic Plateau,
the automatic weather station Relay (74°S) broke or tied
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six monthly temperature records throughout the year, with
August breaking its record by nearly 8°C. However, cool con-
ditions in the western Bellingshausen Sea and Amundsen Sea
sector contributed to a low melt season overall for 2017/18.
High SSTs contributed to low summer sea ice extent in the
Ross and Weddell Seas in 2018, underpinning the second
lowest Antarctic summer minimum sea ice extent on record.
Despite conducive conditions for its formation, the ozone hole
at its maximum extent in September was near the 2000—18
mean, likely due to an ongoing slow decline in stratospheric
chlorine monoxide concentration.

Across the oceans, globally averaged SST decreased slightly
since the record El Nifo year of 2016 but was still far above
the climatological mean. On average, SST is increasing at a rate
of 0.10° £ 0.01°C decade~! since 1950. The warming appeared
largest in the tropical Indian Ocean and smallest in the North
Pacific. The deeper ocean continues to warm year after year.
For the seventh consecutive year, global annual mean sea level
became the highest in the 26-year record, rising to 81 mm
above the 1993 average. As anticipated in a warming climate,
the hydrological cycle over the ocean is accelerating: dry
regions are becoming drier and wet regions rainier.

Closer to the equator, 95 named tropical storms were
observed during 2018, well above the 19812010 average of
82. Eleven tropical cyclones reached Saffir—Simpson scale Cat-
egory 5 intensity. North Atlantic Major Hurricane Michael’s
landfall intensity of 140 kt was the fourth strongest for any
continental U.S. hurricane landfall in the 168-year record. Mi-
chael caused more than 30 fatalities and $25 billion (U.S. dol-
lars) in damages. In the western North Pacific, Super Typhoon
Mangkhut led to 160 fatalities and $6 billion (U.S. dollars) in
damages across the Philippines, Hong Kong, Macau, mainland
China, Guam, and the Northern Mariana Islands. Tropical
Storm Son-Tinh was responsible for 170 fatalities in Vietnam
and Laos. Nearly all the islands of Micronesia experienced at
least moderate impacts from various tropical cyclones.

Across land, many areas around the globe received copious
precipitation, notable at different time scales. Rodrigues and
Réunion Island near southern Africa each reported their third
wettest year on record. In Hawaii, 1262 mm precipitation at
Waipa Gardens (Kauai) on 14—15 April set a new U.S. record
for 24-h precipitation. In Brazil, the city of Belo Horizonte
received nearly 75 mm of rain in just 20 minutes, nearly half
its monthly average.

Globally, fire activity during 2018 was the lowest since the
start of the record in 1997, with a combined burned area of
about 500 million hectares. This reinforced the long-term
downward trend in fire emissions driven by changes in land
use in frequently burning savannas. However, wildfires burned
3.5 million hectares across the United States, well above the
2000-10 average of 2.7 million hectares. Combined, U.S. wild-
fire damages for the 2017 and 2018 wildfire seasons exceeded
$40 billion (U.S. dollars).



I. INTRODUCTION-—D. §. Arndt, ]. Blunden, and

R. J. H. Dunn

We are pleased to offer the State of the Climate’s
29th edition, and 24th in the Bulletin. Often referred
to as the “annual physical of the climate system,”
the report endeavors to bring a comprehensive set
of measurements to detail the status of the climate
system and our capacity and willingness to observe it.

A broad overview of global and near-global indi-
cators is placed in this chapter (Plate 1.1). The year
2018 was another warm year globally. Among these
indicators, global radiative forcing by greenhouse
gases and upper ocean heat content, arguably the most
integrative of human forcing of the climate system
and the resultant heating, respectively, reached new
highs for their observational histories.

Asvaluable as the takeaway indicators can be, they
more fully come to life in subsequent chapters, where
they are put into richer context. The most impactful
and regionally meaningful phenomena can be dif-
ficult to capture in a standard indicator plate format.
We encourage the reader to explore each chapter,
in which the authors examine significant, internal
dynamics that influence annual outcomes; the chal-
lenges and successes in measuring a phenomenon or
variable; the connection to other physical processes;
and, of course, the impacts of change and variability
most relevant to the chapter’s topic.

The presence of ENSO throughout the climate
system is pervasive in this report, spilling even into
the polar chapters. The year 2018 began in La Nina
status, continuing the weak-to-moderate La Nifia
that closed out 2017. The calendar’s middle months
saw a transition to neutral conditions, and by late
2018, a developing El Nifio was evident in sea surface
characteristics, although a true coupling of the ocean
and atmosphere would not occur until early 2019. As
is the case in any State of the Climate edition, due to
the large variation in the characterization of ENSO,
considerable discretion rests with the authors to de-
fine those metrics by which their disciplines measure
the phenomenon.

This series strives to cover as many essential vari-
ables and climate phenomena as possible. To that end,
the composition of the report and its chapters evolves
each year. The Global Climate chapter incorporates
two new sections—measures of extreme precipitation
and some phenological indicators—after previewing
their methodologies in sidebars last year. The Arctic
chapter reintroduces its river discharge section and
dedicates a new section and a sidebar to the dra-
matic changes in the Bering Sea in recent years. The
European regional section further subdivides the
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continent into more focused subregions and includes
the first explicit treatment of the South Caucasus
region in many years of this series. Although new
sections and approaches bring dynamism to this
report, inevitably some passages, particularly those
that describe observational or analytical methods,
borrow heavily from previous reports.

Many sidebars in the early, near-global-scale chap-
ters focus on extremes in and around the Atlantic.
One analyzes the extensive precipitation and flooding
in the United States’ mid-Atlantic region. Two more
detail the impacts of the “Red Tide” and, separately,
Sargassum blooms around the U.S. Atlantic coast,
and both tropical chapter sidebars examine Atlantic
Hurricane Michael, plus the role that upper ocean
heat content may have played in its development.

This year’s cover image was taken by an Arctic re-
searcher during 2018 field work. It reminds us of one
of this series’ consistent recent findings: that Arctic
change is accelerating beyond the global average rate.
Further, it depicts the difficult-to-visualize connec-
tions between subterranean and surface change.

We routinely express our respect and gratitude
for the dedication of the authors and editors to
thoroughly and rigorously document the state of the
climate system. This year, many U.S. government
scientists, and those dependent on U.S. government
data, re-prioritized their post-furlough activities to
reduce disruption to the report’s contents and sched-
ule. Thanks to their dedication, and the generous
expanded support from those who were able to con-
tribute during the episode, we were able to produce
the report roughly on schedule and with the apparent
loss of only one section.

Put simply, we will remember this edition, as ever,
for the value of the many scientific contributions. But
perhaps more so for the depth of professional gener-
osity built into this series. We are pleased to recog-
nize the efforts and generosity of contributors in the
Acknowledgments section following the Appendix.

An overview of findings is presented in the
Abstract, Fig. 1.1, and Plate 1.1. Chapter 2 features
global-scale climate variables; Chapter 3 highlights
the global oceans; and Chapter 4 discusses tropical
climate phenomena including tropical cyclones. The
Arctic and Antarctica respond differently through
time and are reported in separate chapters (5 and 6,
respectively). Chapter 7 provides a regional perspec-
tive authored largely by local government climate
specialists. A list of relevant datasets and their
sources for all chapters is provided as an Appendix.
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ESSENTIAL CLIMATE VARIABLES—D. . ARNDT, |. BLUNDEN, AND R. J. H. DUNN

Time series of major climate indicators are Terrestrial: snow cover, albedo ECVs in this
again presented in this introductory chapter. Many  edition that are considered “partially monitored,”
of these indicators are essential climate variables meeting some but not all of the above requirements,
(ECVs), originally defined in GCOS (2003) and  include:
updated again by GCOS (2010). The following *  Atmospheric Upper Air: cloud properties

ECVs, included in this edition, are considered * Atmospheric Composition: aerosols and
“fully monitored,” in that they are observed and their precursors
analyzed across much of the world, with a suf- *  Ocean Surface: carbon dioxide, ocean acidity
ficiently long-term dataset that has peer-reviewed e Ocean Subsurface: current, carbon
documentation: »  Terrestrial: soil moisture, permafrost, gla-
*  Atmospheric Surface: air temperature, pre- ciers and ice caps, river discharge, ground-
cipitation, air pressure, water vapor, wind water, ice sheets, fraction of absorbed
speed and direction photosynthetically active radiation, lakes,
e Atmospheric Upper Air: Earth radiation biomass, fire disturbance
budget, temperature, water vapor, wind Remaining ECVs that are desired for the future
speed and direction include:
*  Atmospheric Composition: carbon dioxide, * Atmospheric Surface: surface radiation
methane, other long-lived gases, ozone budget
* Ocean Surface: temperature, salinity, *  Ocean Surface: sea state
sea level, sea ice, current, ocean color, *  Ocean Subsurface: nutrients, ocean tracers,
phytoplankton ocean acidity, oxygen
*  Ocean Subsurface: temperature, salinity *  Terrestrial: water use, land cover, leaf area

index, soil carbon

PLATE I.1. Global (or representative) average time series for essential climate variables through 2018. Anoma-
lies are shown relative to the base period in parentheses although base periods used in other sections of the
report may differ. The numbers in the square brackets that follow in this caption indicate how many reanalysis
(blue), satellite (red), and in situ (black) datasets are used to create each time series in that order. (a) NH polar
stratospheric ozone (Mar) [0,0,1]; (b) SH polar stratospheric ozone (Oct) [0,0,1]; (c) Arctic air temperature
(60°-90°N) [0,0,1]; (d) Surface temperature [0,0,4]; (¢) Lower tropospheric temperature [3,2,4]; (f) Lower
stratospheric temperature [3,3,4]; (g) Extremes [warm days (solid) and cool days (dotted)] [0,0,1]; (h) Arctic
sea ice extent [max (solid) and min (dashed)] [0,0,1]; (i) Antarctic sea ice extent [max (solid) and min (dashed)]
[0,0,1]; (j) Glacier cumulative mean specific balance [0,0,1]; (k) NH snow cover extent [0,1,0]; (I) Lower strato-
spheric water vapor [0,0,1]; (m) Cloudiness [0,8,0]; (n) Total column water vapor—Iland [3,1,1]; (o) Total column
water vapor—ocean [3,2,0]; (p) Upper tropospheric humidity [0,2,0]; (q) Specific humidity—Iland [3,0,4]; (r)
Specific humidity—ocean [3,1,3]; (s) Relative humidity—Iland [3,0,4]; (t) Relative humidity—ocean [3,0,2]; (u)
Precipitation—Iland [0,0,4]; (v) Southern Oscillation index [0,0,1]; (w) Ocean heat content (0-700 m) [0,0,5];
(x) Sea level rise [0,0,1]; (y) Tropospheric ozone [0,1,0]; (z) Tropospheric wind speed at 850 hPa for 20°-40°N
[4,0,1]; (aa) Land wind speed [0,0,1]; (ab) Ocean wind speed [3,1,0]; (ac) Biomass burning [0,3,0]; (ad) Soil mois-
ture [0,1,0]; (ae) Terrestrial groundwater storage [0,1,0]; (af) Fraction of absorbed photosynthetically active
radiation (FAPAR) [0,1,0]; (ag) Land surface albedo—visible (solid) and infrared (dashed) [0,1,0].
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2. GLOBAL CLIMATE—R. ). H. Dunn, D. M. Stanitski,

N. Gobron, and K. M. Willett, Eds.

a. Overview—R. ). H. Dunn, D. M. Stanitski, N. Gobron, and

K. M. Willett

Another year passes, another warm year. In fact,
2018 was the fourth warmest year after 2016, 2015,
and 2017, based on four independently constructed
datasets measuring global land and ocean surface
temperatures since global records began in the mid-
to-late 1800s. Every year since the start of the twenty-
first century has been warmer than the 1981-2010
global average. The warmth was also observed in the
atmosphere, with annual tropospheric temperatures
in 2018 third to seventh highest on record, depending
on the dataset, and the stratospheric temperatures
(12-25 km) approximately fifth lowest.

Along with warmer average conditions across the
globe, there were more positive, and fewer negative,
temperature extremes during 2018 than in nearly all
the 68 previous years in the observational record. A
number of prolonged heat waves in North America,
Europe, Australia, and East Asia were widely re-
ported, along with some unusually cold periods,
for example, in Europe. It is clear that lakes are also
affected by the warm conditions, as the majority of
the lakes assessed show continual increases in annual
temperatures, especially in the northern midlatitudes.

These continued above-average temperatures
are apparent across the many observations assessed
within this chapter. The initial results of a consistent
assessment of permafrost temperature changes show
increases 0of 0.29° + 0.12°C over the decade 2007-16,
and these were reflected regionally in the Alps,
Central Asia, and Antarctica. Global glacier mass
continues its decline, now the 30th consecutive year
of significant negative mass balance; around a further
meter of ice has melted off the top of the average
glacier in 2018, bringing the total to 24 m since 1980.
The overwhelming majority of monitored glaciers
continue to show terminus retreat. In contrast, snow
cover over North America and Eurasia in 2018 was
above average in both spring and autumn, but shows
a decadal tendency toward below-average extent dur-
ing May-June.

The continued warmth was reflected in high
humidity at the surface and in the above-average
total column water vapor over both land and ocean.
These were lower than during the EI Nifio-related
2016 peak, in part due to on-average neutral El Nifo-
Southern Oscillation conditions during most of 2018.
Evaporation of water from the Northern Hemisphere
land surface was also high because of the higher
temperatures.

STATE OF THE CLIMATE IN 2018

For the first time, reanalyses estimates for global
precipitation are included in this chapter. A sidebar
demonstrates the capability of reanalyses for this vari-
able using an example extreme synoptic event over
the United States. The fraction of global land area
experiencing drought was below average by the end
of 2018; however, around 20% was under moderate
or worse drought, with Afghanistan, other regions in
the Middle East, and Australia experiencing extreme
drought. Globally, groundwater amounts have con-
tinued to recover from a minimum in 2016, although
regions of dry soils have increased since last year.

In the atmosphere, concentrations of many long-
lived greenhouse gases continued to increase at
rates comparable to, or greater than, their respective
averages of the past decade. Globally averaged CO,
at Earth’s surface was 407.4 + 0.1 ppm for 2018, an
increase of 2.4 + 0.1 ppm from 2017, comparable to
the average rate of increase over the past decade.
Emissions of CFC-11, an ozone-depleting gas, have
declined more slowly than expected under the
Montreal Protocol and its amendments phasing out
ozone-depleting substances, which could delay the
recovery of stratospheric ozone.

Aerosol emissions in 2018 from biomass burn-
ing over the northwest United States and southern
Canada were higher than normal, along with dust
aerosols over most of the Near and Middle East. The
decreasing trend of anthropogenic aerosols over
Europe, China, and the eastern United States con-
tinued, as did the increasing trend over the Indian
subcontinent.

Global levels of vertical ozone columns (or total
ozone) in 2018 were mostly above average compared
to recent years but well within the variability seen
during the last decade. Long-term total ozone trends
were small (<1% decade™) and, although insignifi-
cant, agreed with model simulations accounting for
changes in ozone-depleting substances (in accordance
with the Montreal Protocol) and the climate. In the
upper stratosphere, zonal mean ozone levels in 2018
were within the range of variability in recent years
and follow the positive trend observed during the
last decade. Upper stratospheric ozone trends in the
extratropics in both hemispheres were largest in the
Pacific region by up to +6% decade™. These showed
the clearest sign of ozone recovery related to the Mon-
treal Protocol. Stratospheric water vapor was mostly
near average during 2018, until alarge drop occurred
in November that was driven by an anomalously cold
tropical tropopause.
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PLATE 2.1. (conT.) (v) Land surface wind speed
anomalies (circles: observational HadISD3 and
Australian datasets), and worldwide shaded grids:
MERRA-2; (w) ERAS upper air winds; (x) Total
AOD anomalies at 550 nm; (y) Organic and black
carbon AOD anomalies at 550 nm (includes aero-
sols from both biomass burning and anthropogenic
sources); (z) Dust AOD anomalies at 550 nm; (aa)
GOME-2 total column ozone 2018 anomalies [us-
ing GOME, SCIAMACHY, and GOME-2 (GSG)];
(ab) OMI/MLS tropospheric column ozone 2018
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anomalies for biomass burning.
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Tropospheric ozone over India and East and
Southeast Asia continued to increase, likely driven
by increases in pollution including ozone precursors
in the region. Ongoing surface ozone measured from
remote atmospheric baseline observatories at Mauna
Loa (MLO), the South Pole (SPO), and Utqiagvik
(Barrow - BRW), Alaska, provide a long record of
measurements. BRW and SPO indicate little or no
trend in surface ozone through 2018, while MLO
indicates a ~23% increase from 1973 through 2018
for air arriving from the west, which is consistent
with increases in tropospheric ozone observed in
the North Pacific over 2004-18 and consistent with
previous work that has linked the MLO ozone trend
to increasing emissions in Asia.

There has been a smaller reduction in global car-
bon monoxide (CO) levels over the period 2003-18
inferred from the new Copernicus Atmosphere
Monitoring Service (CAMS) reanalysis in comparison
to the previously used CAMS interim reanalysis. In
2018, there were no major annual CO anomalies,
but a seasonal maximum in boreal summer due to
large wildfires in Canada and Siberia was observed.
Some widely reported fires, which had locally large
impacts on life, property, and the environment, con-
tributed only a relatively minor amount to the total
area burned in 2018. The downward trend in global
fire emissions continues, driven in part by changes
in land use over savannahs.

Time series and anomaly maps for many of the
variables described in this chapter are shown in Plates
1.1 and 2.1 respectively. A number of sections refer to
online figures that can be found here (http://doi.org/
10.1175/2019BAMSStateoftheClimate.2).

b. Temperature
I) GLOBAL SURFACE TEMPERATURE—A. Sanchez-Lugo,
P. Berrisford, C. Morice, and ]. P. Nicolas
Every year since the start of the twenty-first cen-
tury has had a global land and ocean temperature de-
parture from average above the 1981-2010 average—
and 2018 was no exception. The 2018 global land and
ocean surface temperature was 0.30°-0.40°C above
the 1981-2010 average and was the fourth warmest
year since global records began in the mid-to-late
1800s, according to four independently constructed
in situ analyses (NASA-GISS, Hansen et al. 2010;
HadCRUT4, Morice et al. 2012; NOA AGlobalTemp,
Smith et al. 2008, Huang et al. 2015; JMA, Ishihara
2006; Fig. 2.1). Only the immediately preceding years
of 2016, 2015, and 2017 were warmer.
The year began with a La Nifa episode present
across the equatorial Pacific Ocean, transitioning
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Fic. 2.1. Global average surface air temperature anom-
alies (°C; 1981-2010 base period). In situ estimates
are shown from NOAA/NCEI (Smith et al. 2008),
NASA-GISS (Hansen et al. 2010), HadCRUT4 (Morice
et al. 2012), CRUTEM4 (Jones et al. 2012), HadSST3
(Kennedy et al. 2011a,b), and JMA (Ishihara 2006). Re-
analyses estimates are shown from ERAS5 (Hersbach
etal.2019), ERA-Interim (Dee et al. 2011), and JRA-55
(Ebita et al. 2011; Kobayashi et al. 2015).
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to ENSO-neutral conditions by April. The presence
of a La Nina (El Nifo) tends to have a slight cool-
ing (warming) influence on global temperatures.
Although the 2018 global average temperature was
lower than the last three years, it was 0.05°-0.20°C
higher than 1998. That year was marked by a strong
El Nifo (similar in strength to the 2015/16 El Nifio)
at the beginning of the year and, at the time, was the
warmest year on record.

The in situ datasets indicate that the 2018 annual
surface temperatures were higher than average across
much of the world’s land and ocean surfaces (Plate
2.1a; Online Figs. S2.1 and S2.2). The most notable
positive anomalies found across the southwestern
contiguous United States, Alaska, Europe, the Middle
East, north-central and far east Russia, as well as
Australia and parts of the northern Atlantic Ocean
and the northern Pacific Ocean, where temperatures
were at least 1.0°C above their respective 1981-2010
averages. Below-average temperatures were present
across northern North America, western Russia,
Kazakhstan, and across parts of the tropical Pacific
Ocean, Atlantic Ocean, and eastern Indian Ocean.

Averaged separately, the global temperature over
land surfaces was the fourth highest on record at
0.48°-0.58°C above average, trailing 2016 (highest),
2015 (second), and 2017 (third). The global ocean
temperature was 0.24°-0.30°C above average and
also the fourth highest on record. Similarly, the tem-
peratures for 2016, 2015, and 2017 were higher for
the global oceans.

The in situ global surface temperature analyses
assessed here are derived from air temperatures ob-
served at weather stations over land and SST observed
from ships and buoys. Differences between analyses
are mainly due to how each methodology treats areas
with little to no data and how each analysis accounts

for changes in measurement methods (for more
details see Kennedy et al. 2010; Hansen et al. 2010;
Huang et al. 2015; and Sanchez-Lugo et al. 2017).

Globally averaged surface air temperatures are
also estimated using reanalyses. Reanalysis produces
datasets with quasi-uniform temporal and spatial
coverage of the whole globe but can suffer from
regional model biases and the effects of changes in
the observation network during the analysis period.
However, surface temperatures from reanalyses
should be consistent with observations in regions of
good observational coverage. Here, three reanalyses
are considered: ERA5 (Hersbach et al. 2019), ERA-
Interim (Dee et al. 2011), and JRA-55 (Ebita et al.
2011; Kobayashi et al. 2015). The ERA-Interim 2-m
temperature was adjusted by merging analyses over
land with short forecasts over ocean and subtracting
0.1°C from the latter before 2002, following Simmons
etal. (2017) and Simmons and Poli (2015). Currently,
ERA5 and ERA-Interim provide data from 1979, and
JRA-55 from 1958.

The annual global 2-m air temperature for 2018
was the third highest annual average for ERA5 and
the fourth highest for ERA-Interim and JRA-55 since
their records began. The temperature was between
0.29°C and 0.46°C above average, depending on
the reanalysis (Table 2.1). Comparatively, the tem-
peratures for the warmest year, 2016, ranged between
0.47°C and 0.63°C above average.

The reanalyses also show warmer-than-average
conditions over many regions of the world, par-
ticularly at high northern latitudes (see Online Figs.
$2.3-82.5). The 2018 2-m air temperature over the
global ocean was the third highest on record in all
the reanalyses considered here, whereas over global
land it was fourth highest in ERA5, ERA-Interim,
and JRA-55.

TasLE 2.1. Temperature anomalies (°C) and uncertainties (where available) for 2018 with regard
to the 1981-2010 base period. Temperature anomalies provided in the table are the central
values of a range of possible estimates. Uncertainty ranges are represented in terms of a 95%
confidence interval. Note that land values computed for HadCRUT4 used the CRUTEM.4.6.0.0
dataset (Jones et al. 2012), ocean values were computed using the HadSST.3.1.1.0 dataset
(Kennedy et al. 2011a,b), and global land and ocean values used the HadCRUT4.6.0.0 dataset.

NASA- NOAA-

Global GISS HadCRUT4 Elleibal JMA ERAS ERA-Int | JRA-55
Land +0.58 +0.48 £ 0.13 +0.50 £ 0.14 +0.56 +0.64 +0.58 +0.54
Ocean +0.29 +0.27 £ 0.07 +0.30 £ 0.16 +0.24 +0.39 +0.37 +0.33
Land
and +0.40 £ 0.05 | +0.30 + 0.08 +0.36 £ 0.15 +0.31 +0.46 +0.43 +0.39
Ocean

SI2 | BAIS SEPTEMBER 2019

Unauthenticated | Downloaded 01/05/23 08:05 PM UTC




2) LAKE SURFACE TEMPERATURE—L. Carrea,
R. . Woolway, C. J. Merchant, M. T. Dokulil, E. de Eyto,
(. L. DeGasperi, J. Korhonen, W. Marszelewski, L. May,
A. M. Paterson, J. A. Rusak, S. G. Schladow, M. Schmid,
P. Verburg, S. Watanabe, and G. A. Weyhenmeyer

The satellite-derived lake surface water tempera-
ture (LSWT) used for this analysis is spatially aver-
aged per lake for a total of 923 of the 1000 GloboLakes
sites (Politi et al. 2016) for which high-quality tem-
peratures were available in 2018. Lake-wide average
surface temperatures have been shown to provide a
representative picture of LSWT responses to climate
change (Woolway and Merchant 2018). This analysis
follows previous studies (Schneider and Hook 2010;
O’Reilly et al. 2015; Woolway and Merchant 2017) in
determining warm-season averages for midlatitude
lakes [July-September in the Northern Hemisphere
(NH); January-March in the Southern Hemisphere)]
and whole-year averages for tropical lakes.

In 2018, the satellite-derived LSWT anomaly
averaged over the target lakes (n = 923) was +0.17°C
compared to the 1996-2016 average. Thus, 2018
temperatures continue the warming trend identified
in previous analyses (Woolway
et al. 2017, 2018) of about 0.27 (a) Europe

averaged LSWT calculated from the satellite data
shows a warming tendency of +0.50 £ 0.03°C decade™
in Europe, +0.30 + 0.04°C decade™ in Canada, and
+0.22 + 0.02°C decade™ in the Tibetan Plateau (Fig.
2.3). In Africa, the tendency is more neutral. The be-
havior of LSWT for the Tibetan area in these data ap-
pears to be in agreement with Wan et al. (2017) when
daytime LSWT for July-September are considered.
The period July-September 2018 was the warmest
for European lakes since 1995, consistent with strong
positive July-September averaged surface air tem-
perature (SAT) anomalies (Fig. 2.2), calculated from
the GHCN v3 (250-km smoothing radius) data of the
NASA GISS surface temperature analysis (Hansen
etal. 2010; GISTEMP Team 2016). Lake temperature
anomalies broadly track surface temperature (Section
2b1), although factors such as wind speed, humidity,
insolation, and the thermal time constants of lakes
contribute to variation within this broad pattern.
Overall, 94% (n = 29) of lakes with in situ LSWT
measurements had positive anomalies in 2018. Simi-
lar to the satellite data, in situ positive anomalies were
observed in Europe. For example, the second largest

(b} Africa

+ 0.01°C decade™, although
anomalies were 0.14°C and
0.43°C cooler than those ob-
served in 2017 and 2016, re-
spectively. The anomalies for
each lake are shown in Plate
2.1b where latitudes have been
maintained and longitude
shifted to avoid overlapping

of lakes in the plot. The LSWT

anomaly was positive for 60%
of lakes and negative for 40%.
About 62% of the lakes in the
NH above 23.5° latitude have
positive anomalies.

The regions where lakes
have the largest positive anom-

id} Tibetan Plateau
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alies were Europe and East
Asia, while cooler lakes were
observed in North America
around Canada and warm-
er lakes around the con-
tinental United States. Fig-
ure 2.2 shows spatial maps

FiG. 2.2. Satellite-derived lake surface water temperature anomalies in 2018.
Shown are the patterns in lake temperature anomalies (colored points)
together with surface air temperature (calculated from GHCN v3 data of

for: (a) Europe (n = 127); (b) ¢he NASA GISS surface temperature analysis) (a) in Europe, (b) Africa, (c)
Africa (n = 68); (c) Canada Canada, and the (d) Tibetan Plateau. Air and lake surface water temperature
(n = 245); and (d) the Tibetan anomalies (°C; relative to 1996-2016) are calculated for the warm season
Plateau (n = 106). Regionally (Jul-Sep in NH; Jan—-Mar in SH; and over the whole year in the tropics).
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Fic. 2.3. Satellite-derived annual lake surface water
temperature anomalies from 1995 to 2018 for Europe,
Africa, the Tibetan Plateau, and Canada. Shown are
the regional average satellite-derived lake surface
temperature anomalies. Annual lake surface water
temperatures anomalies (°C; relative to 1996-2016)
are calculated for the warm season (Jul-Sep in NH;
Jan-Mar in SH; and over the whole year in the tropics).

lake in Sweden by surface area, Vittern, hada LSWT
anomaly of +2.1°C in 2018. A similar anomaly was
observed in Lower Lake Zurich. The average 2018
LSWT anomaly for European lakes in the in situ
collection was +1.2°C. Strong positive anomalies
from in situ data were also observed in New Zealand
lakes (+0.9°C).

Satellite and in situ observations consistently show
strong positive anomalies across Europe, which is also
confirmed by the global surface temperature analy-
sis (Section 2bl) and the land surface temperature
extreme (Section 2b3).

LSWT time series were derived from satellite ob-
servations from the series of Along Track Scanning
Radiometers and the Advanced Very High Resolution
Radiometers on MetOp A and B platforms, using
the retrieval methods of MacCallum and Merchant
(2012) on image pixels filled with water according to
both the inland water dataset of Carrea et al. (2015)
and a reflectance-based water detection scheme.
LWST from 1996 to 2016 have been derived with the
GloboLakes project and the 2017-18 extension within

SI4 | BAIS SEPTEMBER 2019

the Copernicus Climate Change Service (C3S) Pro-
gramme. In addition, in situ lake surface temperature
observations from some of the world’s best-studied
lakes have been analyzed (n = 31).

3) LAND SURFACE TEMPERATURE EXTREMES—A. D. King,
M. G. Donat, and R. J. H. Dunn

As average temperatures have risen in most
locations, there have been associated increases in
warm extremes and reductions in the frequency and
intensity of cold extremes. In 2018, the broad-scale
pattern continued, with more widespread, frequent,
and intense warm extremes coupled with fewer and
less intense cold extremes.

The GHCNDEX dataset (Donat et al. 2013) is used
for contextualizing temperature extremes in 2018.
GHCNDEX uses the large archive of station data in
the Global Historical Climatology Network - Daily
(GHCND; Menne et al. 2012) known as Global His-
torical Climatology Network (GHCN to calculate
extreme indices proposed by the World Meteorologi-
cal Organization Expert Team on Climate Change
Detection and Indices (ETCCDI; Zhang et al. 2011).
The format here follows that of previous State of the
Climate reports. It should be noted that the available
data are unfortunately sparse. The lack of spatial
coverage is in part due to a lack of historical data
in many areas of sub-Saharan Africa and northern
South America (Donat et al. 2013) and in part be-
cause the 2018 data from some areas are incomplete
at the time of writing due to delays from some data
sources. As a result, many of the indices considered
are restricted to North America, Europe, eastern
Asia, and Australia (see Online Figs. $2.5-S2.7), but
these observation-based anomalies are complemented
with results from the ERA-Interim (Dee et al. 2011)
and new ERA5 (Hersbach et al. 2019) reanalyses (see
Online Figs. 52.8-52.12). The indices considered here
are shown in Table 2.2 and have been calculated both
annually and seasonally with respect to a 1961-90
climatological base period.

In 2018, the annual anomalies of TX90p and
TN10p indicate more frequent warm extremes
and less frequent cool extremes compared to the
climatological average for the majority of locations
where data are available (Plates 2.1¢c,d). Across much
of Europe, Australia, and the southwestern United
States, there were around double the number of days
where the daily maximum temperature was above
the climatological 90th percentile than would be
expected (36.5 by definition, Fig. 2.4). Continental
Canada and a small area of northwest Africa are
the only locations with available data that exhibited
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TasLE 2.2. Indices used in this section and their definitions. These indices are
calculated as anomalies compared to a 1961-90 base period.

Index Definition

TXx Hottest daily maximum temperature of the season or year
TXn Coldest daily maximum temperature of the season or year
TNx Hottest daily minimum temperature of the season or year
TNn Coldest daily minimum temperature of the season or year

TX90p Frequency of maximum temperatures above the 90th percentile (warm days)

TXI0p Frequency of maximum temperatures below the 10th percentile (cool days)

TN90p Frequency of minimum temperatures above the 90th percentile (warm nights)

TNIOp Frequency of minimum temperatures below the 10th percentile (cool nights)

fewer-than-normal warm days (TX90p) for 2018.
The higher annual frequency of warm extremes in
2018 in both Europe and Australia was not due to
unusual heat in a single season but rather observed
in all seasons during the year.

The annual anomalies of TN10p show a broadly
similar pattern as seen in TX90p with fewer cold
extremes in almost all areas of available data. The
anomalies are smaller in TN10p but this is to be
expected due to the TN10p statistical distribution
being bounded at zero, so that negative anomalies
are bounded at —36.5. Europe and some high-latitude
regions, including Greenland and Alaska, exhibit the
largest anomalies for fewer cool extremes in 2018 (see
Section 7f). The global average values of these indices
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Fic. 2.4. Timeseries of (a) TX90p (warm days) and (b)
TNI0p (cool nights) from GHCNDEX. The red dashed
line shows a binomial smoothed variation. The dotted
line shows the percentage of land grid-boxes with valid
data in each year.
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(Fig. 2.4) show an overall slight increase in both warm
days and cool nights from 2017 to 2018. When these
indices are placed in the longer-term context, they fit
the overall warming trend shown from 1950 onward.

The anomalies for the hottest and coldest daily
maximum temperatures in each season (TXx and
TXn, respectively; Fig. 2.5), show a pattern of more
intense hot days and warmer-than-normal cold days
across many land regions of the world. This index is
based on a more extreme measure of the climate, thus
there is greater spatial heterogeneity. While most of
the maps show warmer hot days and warmer cold
days than normal, there are some exceptions. For
example, in Europe in boreal spring, the coldest days
were considerably colder than normal (Fig. 2.5). These
cold extremes were particularly prominent in March
and associated with the aftermath of a sudden strato-
spheric warming event, which promoted atmospheric
blocking and anomalous easterly winds that brought
colder temperatures and late-season heavy snowfall.
A new record low March daily maximum temperature
(TXn) on 1 March was set in the UK (see Section 7f2).
Other extremes in 2018 included much colder-than-
normal values of TXn in the eastern United States in
boreal autumn and a lack of warm daytime tempera-
tures in southern Africa in austral winter.

Boreal summer was typified by heat waves and
extreme, often record-breaking, temperatures in
many areas of the NH at different times. The high
seasonal TXx in northeastern North America, Eu-
rope, and East Asia (Fig. 2.5) are associated with
these heat extremes as new record daily maximum
temperature records were set in locations including
Tokyo (Japan), Montreal (Canada), and Ouargla
(Algeria; WMO 2018b). For each of the events in
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TXx - max Tmax

Anomalles (°C)

FiG. 2.5. Anomalies, relative to 1961-90 of (a—-d) the hottest daily maximum temperature and (e-h)
coldest daily maximum temperature in each season of 2018 from GHCNDEX. Note that the DJF
anomalies are for Dec 2017-Feb 2018.

eastern North America, western Europe, and East  United Kingdom (see Section 7f2). The heat also trig-
Asia, unusually persistent blocking high-pressure  gered wildfires, even in northern Europe, e.g., in May
systems associated with a weakened and displaced jet  through July in Scandinavia, but also during 23-26
stream allowed extreme heat to build. The European  July in Greece which, combined with strong winds,
heatwave was linked with a spike in fatalities in the resulted in around 100 fatalities (see Sections 7f3, 7{5).
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4) TrRopPosPHERIC TEMPERATURE—]. R. Christy, S. Po-Chedley,
(. R. Mears, and L. Haimberger

The 2018 annual global lower troposphere tem-
perature (LTT; surface to ~10km) ranked third to
seventh highest as monitored by radiosondes since
1958 and satellites since 1979 according to nine data-
sets examined for this analysis. (As noted in Section
2bl, the 2018 global average surface temperature was
fourth highest.) A weak La Nifia event extending into
early 2018 suppressed the global LTT in the 2018
boreal winter and spring. In contrast, the tropical
Pacific exhibited higher-than-average temperatures
in boreal autumn, indicating the eventual initiation
of a weak El Nino at the end of 2018 that contributed
to higher-than-average temperatures in the following
seasons in 2019. Among the nine datasets, the 2018
anomaly ranged from +0.23°C to +0.47°C relative to
the 1981-2010 average and was ~0.3°C lower than the
record warm year of 2016.

The ranking of the warmest or coldest years on
record is sensitive to minor differences in the an-
nual LTT anomaly. For example, had the ERA5
temperature been only 0.02°C lower, the 2018 value
would have ranked as the fifth warmest year rather
than third. Since 1958, the LTT from radiosondes has
increased at a rate of +0.19° + 0.03°C decade™ and
since 1979 by +0.17° + 0.03°C decade™ (Fig. 2.6, Table
2.3). The error ranges here and below are determined
since 1958 by all available datasets and since 1979 by

L 1 L3 L
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the datasets remaining after the highest and lowest
values are eliminated.

The geographic distribution of 2018 LTT anoma-
lies (Plate 2.1e) indicates large areas of much above-
average temperatures over Europe as well as north
central Africa to its south and the Barents Sea to
its north, the Arctic in general (some anomalies of
+2°C) with adjacent areas in Russia, Alaska with the
adjacent North Pacific Ocean, and eastern Antarctica.
Cooler-than-average conditions appeared across
northeastern Canada to the North Atlantic Ocean,
Kazakhstan, and over the far southeastern Pacific
Ocean. With respect to monthly global anomalies, the
highest value was observed in July, and the lowest in
May and September. However, the difference between
the highest and lowest monthly anomalies was rela-
tively small—about 0.2°C, half of the typical range.

Extremes in tropospheric temperature occur
somewhere around the globe during each month
in nearly every year due to the dynamical nature of
the climate system. For periods with positive trends,
whether due to natural variability or increasing
greenhouse gas forcing, one way to depict change is to
measure the areal extent of those locations experienc-
ing the extreme. Figure 2.7 displays the percentage of
area that recorded the highest (red) and lowest (blue)
temperatures by month. For example, there are 40
Januaries, so for each January gridbox, the year of the
hottest and coldest temperature is determined, then
for January of each year, the total area of gridpoints
experiencing an extreme event in that January is com-

g: puted. As a result of the background global warming
0.2 trend, relatively large areas experience the highest
oo temperature at the end of the record and lowest near
:g‘i the beginning. El Nifios and La Nifnas contribute
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Fic. 2.7. Time series of the global area experiencing
the highest monthly temperature (red) and lowest
el monthly temperature (blue) relative to 1979-2018. Val-
ues are the average of RSSv4.0, UAHv6.0, and ERAS.
For a trendless, random process, the expected value
in any month would be 2.5% (i.e., | in 40).

Fic. 2.6. Annual anomalies of global LTT from (a) ra-
diosondes; (b) satellites; and (c) reanalyses.
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TaBLE 2.3. Estimates of lower tropospheric temperature decadal trends (°C decade™)
beginning in 1958 and 1979 from the available datasets.
Area Global Global Tropical Tropical
Layer LTT LTT TTT TTT
Start Year 1958 1979 1958 1979
Radiosonde NOAA/RATPACVA2 +0.18 +0.20 +0.15 +0.15
RAOBCOREvI.7 +0.19 +0.20 +0.14 +0.13
RICHvI.7 +0.20 +0.22 +0.18 +0.18
Satellite RSSv4.0 +0.20 +0.17
UAHV6.0 +0.13' +0.12
NOAA/STARv4.1 +0.22
UWnvl.0 +0.16
Reanalyses ERA-I +0.14 +0.14
ERA5 +0.16 +0.14
JRA-55 +0.16 +0.17 +0.16 +0.14
NASA/MERRA-22 +0.16 +0.15
Median +0.19 +0.17 +0.16 +0.15
Global Global
Surface GISSv3 +0.16 +0.18
HadCRUTv4 +0.14 +0.17
JMA +0.12 +0.14
NCDCv4 +0.15 +0.17

! The UAH LTT weighting function is slightly different in order to eliminate most of the surface emissions resulting in a

global trend value typically cooler by 0.01 °C decade™ relative to the standard LTT weighting function.

> NASA/MERRA-2 begins in 1980.

1998 (record warm area) and 1985 (record cold area).
For a random process with zero trend it would be
anticipated that on average, 2.5% of the globe would
record the highest and lowest temperatures in any
year of a 40-year time series. For 2018, 3.90% (0.73%)
of Earth exhibited their hottest (coldest) events on
record. We note the period of record here is only 40
years and thus represents a very limited time frame
for analysis of extremes.

The tropical tropospheric temperature (TTT) is
highly, positively correlated with the ENSO phase
and is also likely to be sensitive to rising greenhouse
gas forcing. As in Christy et al. (2018), TTT (surface
to ~15 km), is calculated as the linear combination
of the mid-tropospheric layer (MTT) and lower
stratospheric layer (LST) to eliminate nearly all of the
stratospheric influence in MTT (TTT = LI*MTT -
0.1*LST). The trend values for the various products
are shown in Table 2.3. In this tropical band (20°N-
20°S), TTT has increased at a rate of +0.16 (+0.15) +
0.03°C decade™ since 1958 (1979).
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Since late 1978, microwave radiometers on polar-
orbiting satellites have monitored the temperature-
sensitive radiation emitted from relatively deep layers
of the atmosphere, providing near-global coverage.
Radiosondes measure the temperature at discrete
levels of the troposphere and stratosphere in the nar-
row, upward path through which the balloon ascends.
The balloons are released from almost 1000 stations
daily, essentially restricted to continent and island
locations but with reasonable coverage starting in
1958. The values from these discrete levels are utilized
to generate a deep-layer temperature to match that
observed by satellites. Reanalyses create global depic-
tions of atmospheric conditions by incorporating all
available observations, including radiosondes and
satellites, through a continuously running numerical
weather-prediction forecasting model, representing a
synthesis of observations with dynamical consistency.
Versions of the datasets are the same as in last year’s
report (Christy et al. 2018) except (a) NOAA satellite
isnow v4.1 (Zou et al. 2018); (b) the European Centre
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for Medium-Range Weather Forecasts (ECMWF)
has released ERA5 (Hersbach et al. 2019) to replace
ERA-Interim (shown here for the final time); and (c)
University of Vienna (RAOBCORE and RICH) is
now version 1.7 (Haimberger et al. 2012). New this
year is a version of the mid- and upper stratospheric
temperatures from NCAR (Randel et al. 2016).

5) STRATOSPHERIC TEMPERATURE AND WINDS—
J- R. Christy, C. Covey, and W. Randel

The middle (MST ~28-48 km) and upper (UST
~35-55 km) stratospheric temperatures continued
to decline to their lowest levels recorded since 1979,
i.e., the satellite era. However, the 2018 global lower
stratospheric temperature (LST; ~12-25 km) ranked
approximately fifth coldest in both the satellite and
radiosonde eras (beginning in 1958). It should be
noted that global LST has been relatively constant
since 1996 and interannual differences in anomalies
are only a few hundredths of a degree in many cases.
This leads to a wide range of rank placement for 2018
among the datasets, from third to fourteenth coolest.
The global LST was influenced by the easterly shear
(cool) phase of the QBO for most of the year. In the
northern polar region, the sixth warmest sudden
stratospheric warming (SSW) event in 40 years oc-
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Fic. 2.8. Annual anomalies of global LST from (a) ra-
diosondes; (b) satellites; and (c) reanalyses. (d) Annual
anomalies of global MST from Stratospheric Sounding
Unit channel 2
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curred in February; as the year ended, another SSW
began and produced the second warmest event in
early January 2019.

The time series of the annual anomalies of LST,
observed from microwave sensors, radiosondes, and
reanalyses, and MST observed with infrared and mi-
crowave sensors are displayed in Fig. 2.8, with trend
values presented in Table 2.4, including trends of lay-
ers above and below MST. The LST values have been
generally trendless since 1996, following the transient
warming associated with the Mount Pinatubo vol-
canic eruption in 1991. The MST trend since 1996
indicates continued decline (about —0.4°C decade™).

The geographical distribution of the 2018 LST
anomalies is shown in Plate 2.1f, where the easterly
shear phase (cold) of the QBO is evident in the tropi-
cal band. Anomalies are somewhat antisymmetric
between the polar regions. Regional tropospheric
and stratospheric temperature anomalies are often
anti-correlated, which can be seen in comparison
with Fig. 2.6.

The global LST trend since 1996 is near zero (Table
2.4) but has an unusual spatial distribution with sig-
nificant warming over the North Atlantic (related to
recent SSWs) as well as broad warming over the South
Pacific Ocean (not shown). The lack of LST cooling,
despite tropospheric warming, since 1996 is related
to the quasi-stabilization of ozone concentrations in
this layer as well as the small warming influence of
the upper troposphere in the tropics that is included
in the LST layer (Maycock et al. 2018). At higher
levels, the temperature decline continues, indicating
enhanced radiative cooling associated with continued
increases in concentrations of thermally active gases,
most notably CO,, and the possible impact of a weak
solar cycle (Manabe and Wetherald 1967; Maycock
et al. 2018).

Christy and Covey (2018) noted in 2017 that the
behavior of the QBO, an east-west oscillation of
stratospheric wind lasting 25-30 months and ac-
companied by associated temperature swings, was
unusual with the recent period being rather short—
about 18 months. This disruption was described
in Coy et al. (2017) and Watanabe et al. (2017) as a
response to an unusual distribution of the prevailing
upper air winds near the tropics. The current cycle
returned to its normal periodicity as indicated by the
evolution of the time-phase relationship between the
two leading patterns of variation in the vertical wind
profile at Singapore (Wallace et al. 1993 with updates
from NASA 2018; see also Section 2e3).
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TABLE 2.4. Linear trends (°C decade™) of global and polar LST. The global trends of temperature:l
from the three channels of the stratospheric sounding unit are included. NP and SP are defined a:
the areas poleward of 65°N and 65°S, respectively.

Area GL GL GL NP SP
Layer Lower Stratosphere LST LST LST LST LST
Start Year 1958 1979 1996 1979 1979
Radiosonde NOAA/RATPACvVA2 -0.36 —-0.46 -0.15
RAOBCOREvI.7 -0.24 -0.26 0.00
RICHvI.7 -0.25 -0.28 +0.04
Satellite RSSv4.0 -0.23 -0.03 -0.12 -0.24
UAHV6.0 -0.29 -0.06 -0.17 -0.29
NOAA/STARvA4.1 -0.25 -0.04 -0.02 -0.32
Reanalyses ERA-I -0.16 +0.14 -0.06 -0.18
ERAS -0.31 +0.10 -0.19 -0.35
JRA-55 -0.21 -0.26 -0.02 -0.07 -0.29
NASA/MERRA-2! -0.22 +0.07
Median -0.25 -0.26 -0.01 -0.10 -0.29
it ot oo o | @ [ w [ w
Satellite Peak 1979 1996 1979 1979
30 km NOAA/STAR CH | -0.57 -0.34 -0.69 -0.25
NCAR —-0.55 -0.32
38 km MST NOAA/STAR CH 2 —-0.65 -0.44 -0.87 -0.32
NCAR -0.58 -0.32
50 km NOAA/STAR CH 3 -0.75 -0.58 -1.04 -043
NCAR -0.69 -0.45

' MERRA-2 begins in 1980.

One of the more transient but common features of
LST variability is the SSW process that often occurs
in winter—more often over the North Pole (NP) than
the South Pole (SP). At least one SSW occurred in 33

5 of the past 61 NH winters. In certain dynamical situ-
ations, some of the energy that is usually constrained

s to reside in the troposphere is released to the polar
cap stratosphere which, owing to its minimal mass,

et will warm rapidly. Figure 2.9 places the last two
- years of NP 100-hPa polar winter temperatures in
the context of the historical average and range. Using

ot 5-day polar-cap averages of UAH LST (65°-90°N; not
shown but see Christy and Covey 2018 for reference),

O i i T T ™ T ey the anomaly in February 2018 exceeded +11°C, the
T i ; sixth highest of the 40-year period, while the SSW

FiGc. 2.9. Daily time series of 100-hPa temperatures beginning in 2018 and peaking in early January 2019

(K) for 60°-90°N for 2017—18 (blue) and 2018—19 (red, Was the second highest at +13°C.
pink) against the background of percentile variability
since 1980.
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c. Cryosphere
1) PERMAFROST THERMAL STATE—]. Noetzli, B. K. Biskaborn,
H. H. Christiansen, K. Isaksen, P. Schoeneich, S. Smith, G. Vieira,
L. Thao, and D. A. Streletskiy

The first globally consistent assessment of perma-
frost temperature changes revealed a mean increase in
all permafrost regions worldwide by 0.29° + 0.12°C
over the decade 2007-16 based on field data recorded
close to the depth of the zero annual amplitude (ZAA)
in 154 boreholes (Biskaborn et al. 2019). The ZAA is
the depth where seasonal variations become negli-
gible (less than 0.1°C), which is typically between ca.
10 m to 20 m depending on the thermo-physical prop-
erties at the site. The most substantial increase was
observed where permafrost temperatures are lowest.
At ice-rich locations with permafrost temperatures
little below 0°C, the increase is typically smaller be-
cause of the energy needed for ice-water phase change
(latent heat; e.g., Romanovsky et al. 2010; PERMOS
2019; Biskaborn et al. 2019): permafrost temperatures
in the continuous permafrost zone in the high Arc-
tic increased by 0.39° + 0.15°C during this period
(Biskaborn et al. 2019), which is nearly twice as much
as in the discontinuous permafrost zone (0.20° +
0.10°C). The overall trend and pattern described in
the decadal assessment continued in 2018. Across the
entire Arctic, permafrost continued to warm in 2018,
with permafrost temperatures among the highest ever
recorded (see Section 5f for more details).

Mountain permafrost data are primarily available
from boreholes in the European Alps, the Nordic
countries, and central Asia, which show a perma-
frost temperature increase of 0.19° + 0.05°C during
2007-16. Absolute values are, however, highly het-
erogeneous, particularly related to topography, snow
regime, and ground ice. The pronounced warming
trend observed in the European Alps during the refer-
ence period (PERMOS 2019; Pogliotti et al. 2015, Fig.
1) was interrupted in debris slopes and rock glaciers
due to a late and thin snow cover in winter 2015/16
and 2016/17 (Noetzli et al. 2018; PERMOS 2019),
especially at colder sites in the eastern Swiss Alps
(e.g., Corvatsch, Schafberg). Due to the large thermal
inertia of the subsurface thermal regime, permafrost
temperatures remained stable or even decreased in
2018 at depths between about 10 m and 20 m (Fig.
2.10). In contrast, as a result of the warmest year on re-
cord in many central European countries (see Section
7f3), ground temperatures in the uppermost meters
were above average or at record level at the majority
of the observed sites (PERMOS 2019; Noetzli et. al.
2018). Time series from steep bedrock locations above
3000 m a.s.l. are sparse and only cover the past decade

STATE OF THE CLIMATE IN 2018
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Fic. 2.10. Permafrost temperature (°C) measured in
boreholes in the European Alps and the Nordic coun-
tries at a depth of approximately (a) 10 m (monthly
means) and (b) 20 m (annual means). [Sources: Swiss
Permafrost Monitoring Network (PERMOS); Nor-
wegian Meteorological Institute and the Norwegian
Permafrost Database (NORPERM); and French Per-

mafrost Monitoring Network (PermaFRANCE).]

(Magnin et al. 2015; PERMOS 2019). Here, permafrost
temperature increased without interruption and at
high rates due to low ice content and the negligible
influence of winter snow cover (e.g., Aiguille du
Midi). In Nordic countries, mountain permafrost
temperatures continued to increase in both cold and
warm permafrost (updated from Isaksen et al. 2007;
Christiansen et al. 2010). In southern Norway, per-
mafrost temperatures were the highest on record (e.g.,
Juvvasshee since 1999 and Dovrefjell since 2001), and
in northern Norway (Iskoras since 2008), permafrost
has been thawing. Here, ground temperatures have
been well above 0°C at 10-m depth since 2013/14 and
have now risen to 0°C at a depth of 20 m (Fig. 2.10).
During the period 2005-17, permafrost temperature
rose significantly on the Qinghai-Tibetan Plateau in
central Asia (Fig. 2.11). All observation sites there
showed remarkable warming tendencies, but the
increments and rates are highly variable. The rate of
annual temperature increase at 10-m depth varies
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Fic. 2.11. Temperature (°C) measured in permafrost
boreholes along the Qinghai-Xizang Highway on the
Tibetan Plateau at 10- and 20-m depth. (Source: Cryo-
sphere Research Station on Qinghai-Xizang Plateau,
CAS))

from 0.04°-0.47°C per decade (max: QTB15; min:
QTBO06). At 20-m depth, the decadal rates of increase
are in the range of 0.02°-0.26°C.

Permafrost temperature in Antarctica increased by
0.37° £ 0.1°C during the decade 2007-16 (Biskaborn
et al. 2019). However, deep boreholes and complete
time series data in Antarctica are scarce, the warming
trends are not evident everywhere, and lack statistical
significance. For example, Cierva Cove on the western
Antarctic Peninsula showed stable permafrost tem-
peratures at 10- and 15-m depth during 2012-18, with
the summers of 2016-18 showing lower temperatures
than during 2012-15.

The maximum thaw depth in summer, the active
layer thickness (ALT), generally follows summer
temperature anomalies. The warm summer of 2018 in
the North American sub-Arctic, Eurasian Arctic, and
mountain regions of Eurasia resulted in continued
ALT increase in the majority of the observation sites
since the mid-1990s (Fig. 2.12). Of 85 sites report-
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Fic. 2.12. Temperature (°C) measured in a permafrost
borehole on the Antarctic Peninsula in Cierva Cove at
10-m and 15—m depth.

ing data to Circumpolar Active Layer Monitoring
(CALM) in 2018, 64 had an above-average ALT. In
the Nordic countries and European Alps, new record
values were observed at several sites (e.g., PERMOS
2019). Active layer thickness also continued to in-
crease in 2018 at sites located in permafrost regions
along the Qinghai-Tibet highway, reaching 28 cm
above the 1981-2018 mean. The Eurasian Arctic, with
the exception of a few sites located in southeastern
Siberia and Chukotka, had above-average ALT in
2018. Sites located in northern Canada have been
characterized by an overall increase of ALT since
2003. Sites in northern Alaska had generally lower
ALT in 2018 relative to 2017, while interior Alaska
had record high ALT in 2018. Greenland was the
only region with significantly lower ALT, close to its
minimum values since 1996, reflecting cold summer
conditions in 2018 (see Section 5g for more details
on Arctic sites). The ALT in Antarctica showed no
clear trend for 2006-15 and significant spatial vari-
ability (Hrbacek et al. 2018). Some sites in the South
Shetlands have shown a decreasing ALT because of
increased snow cover (Ramos et al. 2017).

Long-term observation of permafrost change
relies on ground temperatures measured in bore-
holes, which are collected in the framework of the
Global Terrestrial Network for Permafrost as part of
the Global Climate Observing System of the World
Meteorological Organization. Borehole temperatures
are recorded manually or continuously using multi-
sensor cables down to at least the depth of the zero
annual amplitude. An assessment of the measurement
accuracy of borehole temperatures in permafrost
worldwide varied from 0.01°C to 0.25°C (Biskaborn et
al. 2019) and a mean overall accuracy of about 0.1°C
can be assumed (Biskaborn et al. 2019; Romanovsky
et al. 2010).
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FiG. 2.13. Twelve-month running anomalies of monthly
snow cover extent (million km?) over NH lands as a
whole and Eurasia and North America separately,
plotted on the seventh month using values from Nov
1966 to Dec 2018. Anomalies are calculated from
NOAA snow maps. Mean hemispheric snow extent is
25.1 million km? for the full period of record. Monthly
means for the period of record are used for nine
missing months between 1968 and 1971 in order to
create a continuous series of running means. Missing
months fall between Jun and Oct; no winter months
are missing.

2) NORTHERN HEMISPHERE CONTINENTAL SNOW COVER
EXTENT—D. A. Robinson

Annual snow cover extent (SCE) over NH lands av-
eraged 25.6 million km?in 2018. This is 0.5 million km?
larger than the 49-year average (Fig. 2.13; mapping
extends back to late 1967; however, several early years
in the record are incomplete), the 12th largest cover
on record (Table 2.5). This is also 0.2 million km? less
than the 2017 mean extent. Snow cover extent over
both NH continents, including the Greenland ice
sheet, is considered in this analysis. Monthly SCE in
2018 ranged from 47.2 million km? in January to 3.0
million km? in August.

January 2018 NH SCE was close to average, with
the 27th most extensive cover over the past 52 years.
Both Eurasia and North America ranked similarly.
February NH SCE was just 0.6 million km? smaller
than January (it is normally about 1.2 million km?
lower). Snow was slow to melt in March and April,
especially over North America, where snow cover was
fifth and fourth most extensive, respectively. Near-
average Eurasian extent brought the NH rankings to
13th and 10th most extensive cover for March and

TasLe 2.5. Monthly and annual climatological information on NH, Eurasia, and North
America (N. Am,, including Greenland) snow extent between Nov 1966 and Dec 2018.
Included are the numbers of years with data used in the calculations, means, std. dev.,
and 2018 values and rankings. Areas are in millions of km?2. 1968, 1969, and 1971 have
I, 5, and 3 missing months, respectively, thus are not included in the annual (Ann)
calculations. Ranks are from most extensive (1) to least (ranges from 49 to 53 depending
on the month).
2018 . N.
Years ';zaE“ gtec",‘ 2018 NH E;;?‘sk'a Am.
: Rank Rank

Jan 52 47.2 1.6 46.9 27 29 30

Feb 52 46.0 1.8 46.3 19 24 19

Mar 52 40.5 1.8 41.8 13 22 5

Apr 52 30.5 1.7 32.1 10 26 4

May 52 19.2 1.9 18.3 37 34 33

Jun 51 9.6 2.4 7.8 41 41 36

Jul 49 4.0 1.2 3.0 39 4] 29

Aug 50 3.0 0.7 2.7 27 44 17

Sep 50 5.4 0.9 6.4 9 33 |

Oct 51 18.4 2.7 20.1 14 22 2

Nov 53 342 2.1 378 3 13 I

Dec 53 43.7 1.9 44.5 15 16 21

Ann 49 25.1 0.8 25.6 12 23 3

STATE OF THE CLIMATE IN 2018
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April. The pace of melt accelerated significantly in
May, which contributed to the 16th least extensive
NH cover of the past 52 years. June NH SCE was
12th smallest.

In autumn, snow began to blanket the higher lati-
tudes and altitudes of the NH rather quickly, giving
September its ninth largest SCE. With the second
largest extent over North America, the October NH
SCE was 14th most extensive overall. The coverage
continued to build quickly in November, the third
largest extent on record over NH, with North Ameri-
can SCE the most extensive on record for the month
and Eurasian SCE 13th most extensive. The pace of
increasing cover slowed in December, although SCE
was still 15th largest on record across the NH for the
month. On average, there is approximately 10 million
km? greater coverage in December than in November;
in 2018 the NH increase was only about 7 million km?.

The 2018 SCE over the contiguous United States
was similar to that over the entirety of North America
and over all NH lands. This included increasingly
positive SCE anomalies from January through April,
prior to a rapid decline in May. The largest difference
between the United States and North American SCE
rankings occurred in October, when the most exten-
sive SCE on record over Canada contributed most to
the second most extensive North American extent,
while, not surprisingly, snows took longer to arrive
farther south over the United States. By November
and December, with Canada essentially fully snow
covered, the North American SCE was dictated by
variations in U.S. cover, which ranked 3rd and 25th
most extensive, respectively.

Snow cover extent is calculated at the Rutgers
Global Snow Lab from daily SCE maps produced by
meteorologists at the National Ice Center (a U.S. joint
NOAA, Navy, and Coast Guard facility), who rely
primarily on visible satellite imagery to construct the
maps (see https://snowcover.org to access maps and
gridded products at various timescales).

3) ALPINE GLACIERS—M. Pelto and World Glacier Monitoring
Service (WGMS)

The WGMS record of mass balance and termi-
nus behavior (WGMS 2017) provides a global index
for alpine glacier behavior. Glacier mass balance is
the difference between accumulation and ablation,
reported here in millimeters of water equivalence.
Mean annual glacier mass balance was =921 mm
for the 42 long-term reference glaciers (which have a
minimum 30 years of record) and —951 mm for all 142
monitored glaciers in 2017. Preliminary 2018 data re-
ported from reference glaciers in Argentina, Austria,
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FiGc. 2.14. Global alpine glacier annual mass balance
record (¥ 10° mm w.e.) of reference glaciers submit-
ted to the WGMS 1968-2018, with a minimum of 30
reporting glaciers.

China, France, Italy, Kazakhstan, Kyrgyzstan, Nepal,
Norway, Russia, Sweden, Switzerland, and the United
States indicate that 2018 will be the 30th consecutive
year of significant (200 mm) negative global annual
balance, with a mean balance of -1247 mm for the
25 reporting reference glaciers, with one glacier re-
porting a positive mass balance (WGMS 2018). This
rate of mass loss may result in 2018 surpassing 2003
(-1246 mm) as the year of maximum mean observed
loss. Global annual balance is calculated using a
simple, single averaged value for each of 19 mountain
regions to avoid bias from well-observed regions.
The cumulative mass balance from 1980 to 2018 is
—21.7 m (Fig. 2.14), the equivalent of cutting a 24-m
thick slice off the top of the average glacier. The trend
is remarkably consistent across regions (WGMS
2017). The WGMS mass balance from 42 reference
glaciers has close to the same value as from all glaciers
(-21.5 m). The decadal mean annual mass balance
was —228 mm yr' in the 1980s, —443 mm yr' in the
1990s, —676 mm yr* for the 2000s, and -921 mm yr*
for 2010-18. Glacier retreat reflects sustained nega-
tive mass balances over the last 30 years (Zemp et al.
2015). The increasing rate of glacier mass loss during a
period of retreat indicates that alpine glaciers are not
approaching equilibrium and retreat will continue
to be the dominant terminus response (Pelto 2018).
Exceptional glacier melt occurred across the Euro-
pean Alps, leading to high snowlines and contributing
to large negative mass balance. In the European Alps,
annual mass balance was reported from 17 glaciers
in Austria, France, Italy, and Switzerland. All had
negative annual balances, with 15 exceeding —1000
mm and a mean of —1640 mm. This continues the
pattern of substantial negative balances in the Alps,
which may equate to further terminus retreat. Of 81
observed glaciers in 2017 in Switzerland, 80 retreated
and one was stable (Huss et al. 2018). In 2017, 83 gla-
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model results. They found that
each method yields reconcilable
estimates relative to each other
and fall within their respective
uncertainty margins. Ongoing
global glacier retreat is affecting
human society by increasing the
rate of sea level rise, changing
seasonal stream runoff, and in-
creasing geo-hazard potential,
e.g., landslides and glacier lake
floods (Huss et al. 2017).

d. Hydrological cycle
I) SuRFACE HUMIDITY—K. M. Willett,
D. I. Berry, M. G. Bosilovich, and
A. ]. Simmons
Surface specific humidity de-
creased slightly from its 2016
peak but remained well above
average over both land and ocean
in 2018 (all datasets adjusted to

FiG. 2.15. Landsat 8 images from 21 Jul 2018 (left) and 16 Sep 2018 (right)
illustrating the Taku Glacier transient snowline. The 21 Jul snowline is
at 975 m and the 16 Sep snowline is at 1400 m. Average end-of-summer
snowline is 975 m; the 2018 end-of-summer snowline was the highest
observed in the 73-year record.

ciers were observed in Austria: 82 retreated and one
was stable. Mean terminus retreat was 25 m, the high-
est observed since 1960, when mean length change
reporting began (Lieb and Kellerer-Pirklbauer 2018).

In Norway and Sweden, mass balance surveys with
completed results are available for eight glaciers; all
had negative mass balances with an average loss of
—1420 mm water equivalent. All 25 glaciers with ter-
minus observations during the 2007-17 period have
retreated (Kjollmoen et al. 2018).

Data from all 11 glaciers in Alaska and Wash-
ington in the United States indicate negative mass
balances, with a mean loss of —870 mm. The longest
mass balance record in North America is from Taku
Glacier (Alaska, Fig. 2.15). In 2018, this glacier had its
most negative mass balance since the beginning of its
record in 1946, along with its highest end-of-summer
snowline elevation at 1400 m. The North Cascade
Range (Washington) from 2014-18 had its most
negative five-year value in the 39-year WGMS record.

In the high mountains of Asia, data were reported
from ten glaciers in China, Kazakhstan, Kyrgyzstan,
and Nepal. Nine of the ten had negative balances with
amean of =710 mm. This is a continuation of regional
mass loss that has driven thinning and a slowdown in
glacier movement in 9 of 11 regions there from 2000
to 2017 (Dehecq et al. 2019).

Marzeion et al. (2017) compared WGMS direct
observations of mass balance to remote sensing mass
balance calculations and climate-driven mass balance
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a 1979-2003 common averag-
ing period). Meanwhile, RH remained well below
average over land and close to average over oceans.
The new ERA5 (C3S 2017; Hersbach et al. 2019) re-
analysis and in situ-based HadISDH.marine surface
humidity (Willett et al. 2018, manuscript submitted
to Earth Syst. Sci. Data) monitoring products are now
available and presented here for the first time. Both
deliver results consistent with established products
used to monitor specific humidity. For RH, there is
more diversity between the reanalyses themselves and
hence between the reanalyses and in situ products.

Following the strong El Nifio that ended in 2016,
and with mostly La Nifa or neutral conditions
throughout 2018, the drier air compared to 2016 and
2017 was largely expected (Fig. 2.16). This is reflected
in the specific humidity over both land and ocean
while RH over land is lower than 2016 but close to
2017. Over land, the more limited spatial coverage
(mostly NH) of HadISDH compared to the reanalyses
clearly makes a difference (Plates 2.1g,h; Online Figs.
S2.13, S2.14). The HadISDH-masked series of ERA5
(Fig. 2.16e) shows lower 2018 RH than in 2017, where-
as the full coverage ERA5, ERA-Interim, and JRA-55
2018 values (Fig. 2.16f) are similar to or slightly above
2017 values. RH over oceans has increased slightly
since 2014-15, but 2018 values remained close to
those recorded in 2017. This result was seen in the in
situ products, including the HadISDH, as well as the
reanalysis datasets (except ERA-Interim).
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space and time (Willett et al. 2013;
2014; 2018, manuscript submitted
to Earth Syst. Sci. Data)

Over land regions with in situ
data, spatial patterns are gener-
ally consistent in HadISDH (Plate
2.1g), ERA5 (Online Fig. S2.13),
and MERRA-2 (Online Fig. $2.15)
for specific humidity. Western Eu-
rope, the Arabian Gulfregion, and
northern Africa had widespread

and strong positive anomalies in
2018. Drier, negative anomalies
were strong and widespread over
northern North America (exclud-
ing Alaska), southern Africa, and
central-eastern Australia. Regions
of disagreement include India,
where ERA5 and HadISDH show
positive anomalies but MERRA-2
shows a patch of negative anoma-
lies; western Asia, where negative
anomalies are weaker and less

o

Fic. 2.16. Global average surface humidity annual anomalies (1979-2003
base period). For the in situ datasets, 2-m surface humidity is used over land
and ~10-m over the oceans. For the reanalysis, 2-m humidity is used over
the whole globe. For the ERA-Interim and ERAS ocean series, only points
over open sea are selected. For ERA-Interim, background forecast values
are used as opposed to analysis values because of unreliable use of ship data
in producing the analysis. Analysis values over sea are by design equal to
background values in ERAS. All data have been adjusted to have a mean of
zero over the common period 1979-2003 to allow direct comparison, with
HOAPS given a zero mean over the 1988-2003 period. [Sources: Had-
ISDH (Willett et al. 2013; 2014; 2018, manuscript submitted to Earth Syst.
Sci. Data); HadCRUH (Willett et al. 2008); Dai (Dai 2006); HadCRUHext
(Simmons et al. 2010); NOCSv2.0 (Berry and Kent 2009, 2011); HOAPS (Fen-
nig et al. 2012), ERA-Interim (Dee et al. 2011), ERAS5 (C3S 2017, Hersbach
et al. 2019), JRA-55 (Ebita et al. 2011) and MERRA-2 (Gelaro et al. 2017).]

widespread in MERRA-2; and
eastern Brazil where ERA5 shows
positive anomalies but MERRA-2
and HadISDH show negative
anomalies. Over oceans, the lim-
ited spatial coverage provided by
ship data is clear in HadISDH
(Plate 2.1g) and there are larger
differences between HadISDH and
the reanalyses. Dry anomalies over
the North and central Atlantic are
common features.

Similarly, RH over the land re-

Over land, the HadISDH-masked values of
ERAS are almost identical to those of HadISDH for
specific humidity but show a greater decline in RH
(Figs. 2.16a,e). The differences between the masked
and unmasked versions highlight that spatial cover-
age is a large source of uncertainty. Note that where
there are no values for HadISDH, there are likely
few or no in situ observations assimilated into the
reanalyses, so model uncertainty may play a larger
role here than it does elsewhere. Other sources of
uncertainty include instrument measurement ability;
representativeness of the climatological values used
to create anomalies, given missing data over time;
adjustments used to account for biases in the data and
detectability of those biases; and gridbox sampling
uncertainty due to uneven and sparse observations in
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gions with in situ data are mostly
spatially consistent between HadISDH (Plate 2.1h)
and ERAS5 (Online Fig. $2.14). Generally, dry anoma-
lies were more widespread than in 2017, with northern
Europe moving from positive to negative anomalies.
However, Brazil, along with northern Africa, the
Arabian Gulf region, and southern Europe, was more
positive/less negative than in 2017, consistent with
the widespread positive specific humidity anomalies
there. Over oceans, HadISDH and ERA5 show dif-
ferent patterns.

Of note, ERA5 will replace ERA-Interim as of next
year’s State of the Climate report. ERA5 offers signifi-
cant improvements in temporal consistency and the
quantity of observations assimilated. There is close
agreement with ERA-Interim, but ocean RH diverges
from around 2000. HadISDH.marine significantly
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Fic. 2.17. Global mean total column water vapor annual anomalies
(mm) for (a), (b) ocean only and (c), (d) land only for observations
and reanalysis (see Fig. 2.16 for reanalysis references) averaged
over 60°N-60°S. The shorter time observational series have been
adjusted so that there is zero mean difference relative to the ERA5
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improves monitoring capability of surface humid-
ity over ocean and is the only regularly updated, in
situ-only monitoring product. It uses weather obser-
vations from ships that have been quality controlled
and bias adjusted for changes in ship height over time
and different instrument types. However, spatial
coverage is limited, so there is large uncertainty in
global average values. Nevertheless, good, broad
agreement has been shown between this new product
and the reanalyses for specific humidity. RH is more
sensitive to the choice of product.

2) ToTAL COLUMN WATER VAPOR—C. Mears, S. P. Ho,
0. Bock, X. Zhou, and J. Nicolas
In 2018, total column water vapor (TCWYV) re-
mained below the record levels observed in 2016, but
above the 1981-2010 climatological average in most
monitoring products and most locations (Fig. 2.17,
Plate 2.1i). Estimates of TCWV are available from
satellite-borne microwave radiometers (MW) over
ocean (Mears et al. 2018), reanalyses and COSMIC

Global Positioning System—-Radio Occultation (COS-
MIC GPS-RO) over land and ocean (Ho et al. 2010a,b;
Teng et al. 2013; Huang et al. 2013), and ground-based
Global Navigation Satellite System (GNSS) stations
over land (Bock and Parracho 2019).

A large, wet anomaly was present in the tropical
Pacific north of the equator, and a dry anomaly of
roughly equal strength was present south of the equa-
tor. There were also wet anomalies over the south-
eastern United States, northern Africa, and most of
Europe. Other regions showed a mix of smaller wet
and dry anomalies, with more regions wetter than
drier relative to the 1981-2010 normal. The patterns
in TCWYV over the ocean are similar between ERA5
and MW data (Plate 2.1i; Online Fig $2.16), confirmed
by COSMIC ocean measurements (Fig. 2.17) and by
output from MERRA-2, ERA-Interim, and JRA-55
reanalyses (not shown). Over land, the patterns from
COSMIC show some of the same general patterns
as the reanalysis output but are limited by sampling
uncertainty, because only one of the original six
COSMIC satellites was still producing
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data near the end of 2018. A COSMIC
follow-on mission, COSMIC-2, is sched-
uled to be launched in 2019, which will
collect more samples (~6000 per day)
than COSMIC. Samples will be collected
over the tropics and subtropics. The
ground-based GNSS results are in good
agreement with reanalysis.

Over the ocean, the TCWV anomaly
time series (Fig. 2.17) from reanalysis and
microwave radiometers show maxima in
1982/83, 1987/88, 1997/98, 2009/10, and

2015/16 associated with El Nifo events.
The 2015/16 anomaly is the largest re-
corded in all datasets. The radiometer
data show a discernible increasing trend
over their period of record, while the
different reanalysis products show a wide
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results during their respective periods of record.
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range of long-term trends over the entire
b period but agree well with the radiometer
=~ | data after the mid-1990s. The COSMIC
data are in relative agreement with both
the radiometer and reanalysis data after
COSMIC began in 2006. The TCWV
is strongly driven by ENSO conditions
and to a lesser extent by stratospheric
aerosols from volcanic eruptions. After
the 2015/16 El Nino peak, all datasets
show a recovery to drier conditions due
to a weak La Nifa at the end of 2017 into
early 2018. Monthly time series (not
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Fic. 2.18. Hovméller plot of TCWYV anomalies (mm;
base period 1981-2010) including both land and ocean
derived from the JRA-55 reanalysis.

shown) indicate an increase over the oceans in late
2018, possibly due to the onset of a weak EI Nifio in
winter-spring 2018/19.

Over land, the various reanalysis products, COS-
MIC, and GNSS are in good agreement (Fig. 2.17).
The small differences in GNSS anomalies are due
to an asymmetry in the spatial sampling (more sta-
tions are located in the NH), but the general trend
and interannual variability are well observed. Land-
and-ocean Hovmoller plots derived from JRA-55
and ERA5 (Fig. 2.18, Online Fig. $2.17) indicate that
the long-term increase in TCW'V is occurring at all
latitudes, with less variability outside the tropics.
Previous strong El Nifios (1982/83, 1997/98) showed
pronounced drying events in the years following,
which is not seen to the same degree after the 2015/16
event in the reanalyses (Fig. 2.17). The level of drying
varies across monitoring products, with the strongest
drying shown by COSMIC (land and ocean).

3) Upper TROPOSPHERIC HUMIDITY—V. 0. John, L. Shi,
E.-S. Chung, R. P. Allan, S. A. Buehler, and B. J. Soden

Global-average upper tropospheric (relative) hu-
midity (UTH) in 2018 was close to the 2001-10 aver-
age, with global anomalies changing from negative
to positive in the second half of 2018 (Fig. 2.19). This
reflects the shift to weak El Nifio-like conditions in
the latter part of the year. A near-zero decadal trend
in the UTH, as has generally been the case, requires
an increase in absolute (specific) humidity commen-
surate with the warming upper troposphere (Section
2b3) and hence is consistent with a positive water
vapor feedback (Chung et al. 2016). There is broad
agreement among the datasets in the interannual
variability, despite their structural differences: ERA5
samples all regions and hours but only at 400 hPa,
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Fic. 2.19. Global (60°N-60°S) average time series of
UTH anomalies (%) using HIRS (black), microwave
(blue), and ERAS5 (purple) datasets. Anomalies are
computed with respect to the 2001-10 average, and
the time series are smoothed to remove variability on
time scales shorter than three months.

satellite data sample a broader upper tropospheric
region a few times per day, and infrared observa-
tions only sample clear-sky scenes (John et al. 2011).
Agreement among the diverse datasets provides con-
fidence in the observed long-term behavior of UTH.
The long-term mean and standard deviation of the
anomaly time-series are —0.15% = 0.70%, —0.03% =+
0.59%, and 0.00% + 0.34% RH for the HIRS, ERAS5,
and microwave datasets, respectively. Compared to
its previous version (ERA-Interim), the ERA5 time
series shows improved consistency with the satellite
datasets, although it appears to underestimate mean
UTH by around 1% RH during early 1998 and early
2000 with respect to the HIRS dataset.

Annual anomalies of UTH for 2018 are shown
in Plate 2.1j and Online Fig S2.18 for the microwave
and HIRS datasets, respectively. Positive anomalies
in the (subtropical) central and eastern Pacific and
negative anomalies over the Maritime Continent are
indicative of the weak El Nifio conditions. Positive
anomalies over East Africa coincide with severe floods
that occurred in that region (see Section 7e3), while
negative anomalies over Australia reflect the drought
conditions experienced there during 2018 (see Section
7h4). These features demonstrate the close connection
between convection and UTH on seasonal or longer
time scales (as can also be seen from Plate 2.1k showing
precipitation anomalies in 2018) and the usefulness of
UTH for monitoring large-scale dynamics of the atmo-
sphere. Note that the absolute amount of water vapor
in the upper troposphere is significantly less than the
amount of water vapor in the boundary layer. Despite
this, UTH contributes a major part to the feedbacks
present in the climate system (Held and Soden 2000).
This is due to its radiative effect that is proportional to
relative changes in water vapor, and relative changes in
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UTH in the upper troposphere are larger than relative
changes in water vapor in the lower troposphere and
at the surface (John and Soden 2007).

UTH has been monitored by two satellite-based
datasets: an infrared radiances product HIRS from
1979 onward (Shi and Bates 2011), and a shorter
microwave radiances-based product beginning in
1999 (Chung et al. 2013). Here, UTH represents a
layer roughly between 500 hPa and 200 hPa, using
the Jacobian weighted average of RH with respect
to water. The layer varies slightly depending on the
atmospheric humidity profile. Bias corrections and
intersatellite calibration have been applied to create
the datasets. This year, a model-based reanalysis
dataset ERAS5 (Hersbach et al. 2019) is included. Al-
though the full vertical RH profile is available from
ERAS, only 400-hPa RH is used here to represent
UTH. RH in ERAS5 is defined as a mixed water/ice
RH: with respect to water for temperatures higher
than 0°C, with respect to ice for temperatures colder
than -23°C, and a quadratic interpolation of the two
in the 0°C to —23°C temperature range.

4) PreciPiTaTION—R. §. Vose, R. Adler, G. Gu, A. Becker,
X. Yin, and M. Bosilovich

Precipitation over global land areas in
2018, as estimated from six different moni-
toring products, ranged from near (-5 mm)
to well above (+78 mm) the 1981-2010 long-
term average (Fig. 2.20a). Compared with
most years in the historical record, there was
a particularly wide range of estimates across
the available analyses in 2018. The observa-
tional datasets with the most complete global
coverage, that is, the gauge-based product
from the Global Precipitation Climatology
Centre (GPCC; Becker et al. 2013) and the
blended gauge-satellite product from the
GPCP (Adler et al. 2018), both depict 2018
as near-normal (about 1 mm above and
5 mm below, respectively). The ERA-Interim
reanalysis (Dee et al. 2011) is generally in

Angmaly (mm 1_,rr"|-

agreement with GPCC and GPCP, with an 200

annual anomaly about 1 mm below average.
In contrast, the operational version of the
gauge-based Global Historical Climatology
Network (GHCNV2; Peterson and Vose 1996)
dataset is much wetter, with an anomaly of
about 40 mm, while a new experimental ver-
sion (exp) of GHCN (with five times as many
stations) has an even larger anomaly of about
78 mm, implying 2018 was the wettest year
in the satellite era. MERRA-2 (Reichle et al.
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2017a) reanalysis is quasi-consistent with the GHCN
datasets, with an annual anomaly of about 45 mm.
All except GHCN (exp) place 2018 as drier than 2017,
which was generally a local peak. Precipitation over
global oceans (Fig. 2.20b) from the satellite compo-
nent of the GPCP dataset estimates 2018 as slightly
below the 1979-2017 average, continuing the drop
from the El Nifo-boosted peak of 2015/16.

To put 2018 in context, Fig. 2.20c shows the an-
nual GPCP anomaly of the global total (plus land and
ocean separately) from 1979 to 2018, including annual
mean values for Nifio-3.4 as a measure of ENSO for
comparison. The ocean and land values “flip-flop”
between El Nifio and La Nifa years, with the global
total value having smaller year-to-year variations,
although larger during El Nifio years (e.g., 1998,
2010, 2015/16). The evolution during 2018 of a weak
La Nina, via neutral conditions to a weak El Nifio
produces a neutral annual mean Nifo-3.4 index.

According to GPCP, much of Africa and Eurasia
were wetter than normal in 2018, as were signifi-
cant portions of South America and eastern North
America (Plate 2.1k). Australia had the largest spatial
extent of below-normal precipitation, with smaller
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Fic. 2.20. Globally averaged precipitation anomalies
(mm yr') relative to the 1981-2010 base period over (a) land
areas; (b) ocean areas; and (c) GPCP land, ocean, and combined
time series overlaid with the Nifio-3.4 index (right axis). Land
time series for panel (a) were created using a proportional
land/sea mask at the 1° x |° scale whereas ocean and land time
series for panels (b) and (c) were created using a proportional
land/sea mask at the 2.5° x 2.5° scale.
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areas such as Central America, northern Europe,
and the Indian subcontinent also exhibiting drier-
than-normal conditions. Much of the North Pacific
Ocean and almost the entire North Atlantic Ocean
were also drier than normal. The annual pattern
over tropical oceans featured an apparent north-
ward displacement of the ITCZ, that is, there was a
strong positive anomaly stretching across the entire
equatorial Pacific slightly north of the equator, while
directly to the south of this positive anomaly was an
equally deep negative anomaly that spanned almost
the entire equatorial Pacific. A relatively weak nega-
tive anomaly was evident over the Maritime Conti-
nent, with a positive anomaly to the east. Many of
these features were related to the ENSO variations, as
indicated by the Nifo-3.4 index moving from weak
negative (La Nifia) to weak positive (El Nifio) during
2018. The biggest differences relative to 2017 were
relatively wetter conditions in the equatorial North
Pacific Ocean and drier in the Maritime Continent.

The variability among land precipitation products,
especially in 2018, demonstrates how difficult it is
to observe global average precipitation. Datasets are
highly sensitive to spatial coverage of observations,
the various methods used for quality control and to
account for biases, averaging methods, and also the
choice of land mask in the case of global products
(e.g., GPCP, reanalyses). There is general agreement
in the interannual and multidecadal variability, but
the actual global average amount estimated on any
particular year can have a wide spread.

5) LAND SURFACE PRECIPITATION EXTREMES—
M. R. Tye, S. Blenkinsop, M. G. Bosilovich, M. G. Donat,
. Durre, A. |. Simmons, and M. Ziese

Precipitation extremes can have some of the
greatest impacts on society. Rapid oscillations or
“whiplashes” (Swain et al. 2018) from extreme low
(i.e., drought, Section 2d10) to intense precipita-
tion can exacerbate those effects. Events are often
localized, short-lived, and difficult to observe with a
relatively sparse network or limited high-frequency
data. Hence, global analysis is less meaningful, so a
more regional approach is taken here. Results are pre-
sented for a selection of precipitation extreme indices
(Zhang et al. 2011; Tye et al. 2018): Rx1day, maximum
1-day precipitation total; Rx5day, maximum 5-day
precipitation total; R95P, very wet days; R10mm,
number of heavy precipitation days; R20mm, num-
ber of very heavy precipitation days; and PRCPTOT,
total annual precipitation (see Online Table S2.1 for
tull definitions of ETCCDI indices referred to in this
section) using data from GHCND (Menne et al. 2012),
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GHCND-based GHCNDEX (Donat et al. 2013), and
GPCC-First Guess Daily (Schamm et al. 2013). To
expand the spatial coverage, reanalysis datasets are
also employed from ERA5 (Hersbach et al. 2019) and
MERRA-2 (Gelaro et al. 2017). Note that reanalyses
may not fully resolve the most extreme precipita-
tion events (Sidebar 2.1) and that their trends and
anomalies may suffer from lack of homogeneity due
to changes in the contributing observations.

In 2018, PRCPTOT (see also Section 2d4) exceeded
the 90th percentile with respect to the 1951-2010 cli-
matology (Plate 2.11) in many parts of North, Central,
and South America, the Arabian Peninsula, Asia, and
Australasia, resulting from intense individual events
such as tropical cyclones or deep convective systems.
Similarly, anomalous annual totals in parts of Africa
arose from intense monsoonal systems over a longer
period. Atmospheric river-driven floods in California
and floods in Bolivia during January were unusual
given the weak La Nina/neutral conditions in the first
part of the year.

The 2018 cyclone season, a key driver of extreme
rainfall, was unusually active in all basins (see Sec-
tion 4f), contributing to 35% of global damage losses
(Munich Re 2019). The Atlantic season started early
with Hurricane Alberto affecting the U.S. state of
North Carolina in May, a region later affected by
Hurricane Florence in September.

As also mentioned in Section 2d4 and Plate 2.1k,
anomalies from climatology suggest a northward shift
of the ITCZ with more precipitation in the second half
of 2018, with Pacific Islands (e.g., Hawaii, the Philip-
pines, and Indonesia) experiencing above-average
R10mm and R20mm frequencies. Regions with high
values of R95p also had high-intensity Rxlday or
Rx5day events. These include the aforementioned
events, as well as orographic events (e.g., Afghanistan
in May), some unusual cyclone activity in the Indian
Ocean (Yemen in May; Oman in October), and in-
tense convective systems (the northwest region of the
Persian Gulf in November).

Mesoscale convective systems (MCS) were par-
ticularly active in the U.S. Midwest and Atlantic Coast
during 2018. Typically, MCS contribute 30%-70%
of the seasonal precipitation in these regions, and
the longer storms are responsible for most inland
flooding (Feng et al. 2018). Model simulations sug-
gest future increases in MCS frequency and intensity
(Prein et al. 2017). Observations and 2018 events
in spring and early summer in Maryland (United
States) and surrounding states are consistent with
this. Ellicott City and Catonsville, Maryland, expe-
rienced their second extreme events in 22 months,
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with a 15-h precipitation total of up to 362.67 mm
on 27-28 May (Floodlist 2019). Several stations in
these states exceeded their previous Rxlday record
totals, and most were in the top five. These records
were further exceeded during Hurricane Florence in
August, when 17 stations reported >250 mm Rx5day
values, breaking their respective previous records.

Hawaii broke two records in one year from differ-
ent events. A verified 1262 mm precipitation total was
recorded at Waipa Gardens (Kauai) on 14-15 April,
setting a new U.S. record for precipitation received in
a24-h period and exceeding the previous record set in
1979 at Alvin, Texas (Arndt et al. 2018). The top two
Rx5day (Figs. 2.21a-d) were then observed between
22-26 August on the Big Island following Hurricane
Lane. Kahuna Falls reported an Rx5day of 1475.5 mm,
while Hilo International Airport reported 953.5 mm,
its highest value in 70 vears.

Fic. 2.22. Maximum |-day precipitation amount (Rx-
Iday, mm) for 2018 from ERAS.

According to the NOAA NCEI Climate Extremes
Index Component 4 (a measure of the area of the
United States that experienced 1-day precipitation
totals >90th percentile; Gleason et al. 2008), 2018 is

in the top 10 ranked years

along with three other years
(2010, 2015, 2017) from the
most recent decade (On-
line Fig S2.21e). However,
droughts and wildfires were
also observed elsewhere
across the globe throughout

the year (Munich Re 2019),
which is alluded to in global

plots of Rxlday (Fig. 2.22)
and the anomalies with re-
spect to 1981-2010 (Plate
2.1m). See Online Tables
S$2.2 and S2.3 for more de-
tails on notable extreme
precipitation events.

There remains a need
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for improved monitoring
of sub-daily extremes using
similar indices; however
the Online Supplement pro-
vides details of some notable
events that were reported in
2018 that may be used as in-
dicative intensities on these
timescales.

Fic. 2.21. (a) Rx5day and (c) Rxlday from GHCNDEX for Hurricane Lane over
Hawaii; and (b), (d) ratios of the 2018 values to the previous maxima in the
record. (e) Percentage of the contiguous United States with a much-greater-
than-normal proportion of precipitation derived from extreme (equivalent to
the highest 10th percentile) |-day precipitation events (Gleason et al. 2006).
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SIDEBAR 2.1: JULY RECORD-BREAKING RAINFALL AND FLOODING
IN THE MID-ATLANTIC REGION OF THE UNITED STATES FROM

THE PERSPECTIVE OF REANALYSES—A. B. MARQUARDT COLLOW,
M. G. BOSILOVICH, AND E. RUSTEMEIER

Reanalyses, such as NASA’s MERRA-2 (Gelaro et al. 2017)
and ECMWF’s ERAS (Hersbach et al. 2019), are valuable tools
that can provide detailed information regarding both the pre-
cipitation and the synoptic setup behind extreme precipitation
events. As this is the first time reanalyses have been used to
evaluate precipitation in this chapter, the strengths and weak-
nesses of extreme precipitation in reanalyses are discussed here
using the example of a multiday, extreme precipitation event that
occurred in the mid-Atlantic region of the United States during
the second half of July 2018. This month began relatively dry,
but a mid-month shift in the large-scale circulation resulted in
the wettest July on record for the state of Pennsylvania and the
second wettest in Maryland. A persistent trough over the east-
ern half of the United States and the northwestward extension
of the subtropical high over the Atlantic Ocean led to a week
of rainy conditions that culminated in major flooding.

While precipitation fell in the entire mid-Atlantic region,
exceptionally heavy rainfall occurred along a north—south
strip through eastern-central Pennsylvania and
Maryland. Figure SB2.1a shows the spatial map of

prolonged episode of precipitation in the region occurred in the
evening and overnight hours of 21 into 22 July and resulted in the
largest daily accumulation at BWI for the event as well as a new
record for 21 July. This is also the date with the largest spread
in accumulation among MERRA-2 and the individual ensemble
members of ERA5. MERRA-2 and the gauge observations indi-
cate roughly 120 mm of precipitation, yet the ERA5 ensemble
members range from 40 mm to 76 mm. Precipitation through the
rest of the event tended to be more sporadic in nature, and for
the most part, there was a better agreement between MERRA-2
and ERAS. However, observations show larger accumulations,
particularly on 24 July. This is not surprising given that a 1° box
is being compared to a point observation.

Vertically integrated fluxes of atmospheric water vapor and
total precipitable water vapor (TPW) in MERRA-2 and ERAS5,
respectively (GMAO 2015a, b; C3S 2017) indicate the presence
of an atmospheric river throughout the 21-24 July period, during
which GPCC’s gauge-only precipitation totals indicate a wide-

accumulated precipitation during 21-26 July 2018
from the NOAA Climate Prediction Center’s Uni-
fied Gauge-Based Analysis of Daily Precipitation
(Xie et al., 2007; Chen and Xie, 2008), MERRA-2,
and ERAS. For comparison, all three datasets are
shown at the coarser 0.5° by 0.625° resolution of

MERRA-2. The CPC observations indicate over

150 mm of precipitation fell within the region with

a regional maximum of almost 280 mm near Har-
risburg, Pennsylvania, at 40.5°N, 76.875°W. While
both MERRA-2 and ERA5 were able to capture a
swath of precipitation, neither MERRA-2 nor ERA5
were able to capture that the largest accumulations
fell in Pennsylvania and instead had the regional
maximum near 39°N for ERA5 and 39.5°N for
MERRA-2. Furthermore, MERRA-2 exaggerated
the accumulation and shifted the entire swath to the
southwest, while ERA5 underestimated the total
precipitation, particularly in Pennsylvania. A likely
explanation for this is the coarse resolution of the
reanalyses and the fact that despite the assimilation
of observations, precipitation within MERRA-2 and
ERAS is generated by the underlying numerical
weather prediction model.

Figure SB2.Ib shows a time series of daily precip-
itation from observations and the reanalyses during
the event for a |° grid box containing the Baltimore/
Washington International Airport (BWI). The most
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Fic. SB2.1. (a) Accumulated precipitation (mm) in the mid-Atlantic
region during 21-26 Jul 2018 from the CPC Unified Gauge-Based
Analysis of Daily Precipitation and ERA5 smoothed to the resolu-
tion of MERRA-2 (also shown). (b) Time series of daily precipitation
(mm) for the 1° box containing BWI from MERRA-2, ERA5, GPCC
(Schamm et al. 2013), and BWI synoptic gauge observations.
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spread two-fold exceedance of the monthly normal in the area.
From a large-scale perspective, MERRA-2 and ERA5 agree quite
well, although the magnitude of the vertically-integrated water
vapor flux heading directly into the mid-Atlantic region is slightly
stronger in MERRA-2. The majority of the moisture originated

from the Gulf of Mexico and Gulf Stream, but moisture from
the ITCZ had converged with the large-scale flow from the Gulf
of Mexico two days prior (Figs. SB2.2a,b). Maximum values of
the integrated water vapor flux exceeded 1000 kg m™ s™' and
flowed into Maryland and southeastern Pennsylvania. Meanwhile,
a low-pressure system developed over the southeast of the
United States and began moving north along the East Coast,
providing the synoptic forcing for the precipitation, in addition
to the advection of additional moisture into the region. With an
atmospheric river in place and persistent southerly flow, tropical
levels of TPW remained in the region after the initial precipita-
tion from the low-pressure system (Fig. SB2.2). On 26 July, the
atmospheric river finally began to move out of the region as
the subtropical high weakened and returned to a more normal
state (Figs. SB2.2c, d).

Thus, in this case study, despite how well the assimilated
observations constrain atmospheric moisture, uncertainty still
remains regarding detailed
aspects of the precipitation. i
Throughout the event, rea-
sonable agreement in precipi-
tation can be seen among the
reanalyses and observations,
but a lack of consistency

fikzon 21 Jol 2018

in the individual ensemble
members of ERAS alone
shows that the underlying

3

atmospheric models struggle
to faithfully reproduce the
timing and location of precipi-
tation. Further uncertainties
arise when observations are
incorporated into the analy-

1z on 24 Jul 218

sis. Gauge observations (Fig.
SB2.1b for BWI) are only
representative of the local

¥
1Filp | 1) |

area and not the coarser
resolution of gridded satel- -
lite products and reanalyses.
Conversely, the 1° resolution
of GPCC and the 0.25°- and

0.5°-degree resolutions of
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ERAS5 and MERRA-2, respectively, are too coarse to high-
light localized maxima within an extreme precipitation event.
Regardless of the uncertainty and the source of precipitation
data, reanalyses agree on the synoptic conditions that produced
record-breaking precipitation across the mid-Atlantic region.
Remarkable agreement between MERRA-2 and ERAS for
TPW and the vertically integrated water vapor flux shows the
usefulness of weather depictions in reanalyses. Reanalyses have
strength in fields that are assimilated, such as temperature and
surface pressure, and especially in regions with many observa-
tions. Surface pressure, for example, tends to have dense station
networks, and the field also represents the column and the
synoptic scales. Independent station comparisons to reanalysis
surface pressure are highly correlated. However, physical quanti-
ties, such as precipitation, cloud fraction, and radiation, depend
on the model parameterizations. These are then sensitive to the
model’s realization of the observational initial conditions and can
change quickly in the forecast cycle. In using these quantities, the
investigator should intercompare a number of reanalyses as well
as available observations to ascertain the uncertainties for their
time and space scale, as demonstrated in sections of this chapter.

ow

Viprtcally nimgratnd Water Vagor Flus fug ')

Fic. SB2.2. Total precipitable water vapor (kg m=3, gray scale shading) and the
vertically integrated water vapor flux (kg m= s7!, colored streamlines) from (a), (c)
MERRA-2 and (b), (d) ERA5 at 18 zon 21 Jul 2018 and 18 z on 24 Jul 2018, respectively.
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6) CrLoupiNEss—NM. ). Foster, L. Di Girolamo, R. A. Frey,
A. K. Heidinger, S. Sun-Mack, C. Phillips, W. P. Menzel,
M. Stengel, and G. Zhao

In 2018, global cloudiness increased incrementally
from that of 2017 (0.2 £ 0.2%). This finding is based on
several satellite cloud records including PATMOS-x/
AVHRR (Pathfinder Atmospheres Extended/Ad-
vanced Very High Resolution Radiometer; Heidinger
et al. 2013); Aqua MODIS C6 (Moderate Resolution
Imaging Spectroradiometer Collection 6; Ackerman et
al. 2008); CALIPSO (Cloud-Aerosol Lidar and Infrared
Pathfinder Satellite Observation; Winker et al. 2007);
CERES (Clouds and the Earth’s Radiant Energy Sys-
tem; Minnis et al. 2008; Trepte et al. 2010); Aqua MO-
DIS, CLOUD_CCI (Cloud Climate Change Initiative
AVHRR-PM v3.0; Stengel et al. 2017); and PATMOS-x/
Aqua MODIS. Figure 2.23 shows global cloudiness
from 1981 to present with additional records: HIRS
High Cloud (High Resolution Infrared Sounder; Wylie
et al. 2005; Menzel et al. 2016); CLARA-A2 (cloud,
albedo and radiation dataset; Karlsson et al. 2017);
and SatCORPS (satellite cloud and radiative property
retrieval system; Minnis et al. 2016) that do not cur-
rently extend through 2018. Terra MISR (Multi-angle
Imaging SpectroRadiometer; Di Girolamo et al. 2010)
includes a mean cloudiness value for 2018 based on the
tirst half of the year. The HIRS record is focused on
detection of high cloud, thus the actual cloudiness is
lower than that of the other records though its anoma-

lies are comparable.

The small change in mean annual cloudiness
from 2017 to 2018 is not surprising. While the global
distribution of cloudiness can change significantly
from year to year, the average annual cloudiness
tends to remain relatively stable. The mean cloudiness
for 1981-2018 for the PATMOS-x/AVHRR record is
68.2%, while the standard deviation of the annual
mean cloudiness is 1.5%. For records that began more
recently, this number is lower. For example, the stan-
dard deviations for the Aqua MODIS C6 and CERES
Aqua MODIS records (2002-18) are both 0.2%, and
0.27% for Terra MISR (2000-18). Much of the recent
convergence of the records seen in Fig. 2.23 can be
explained by the use of a common period (2003-16)
when creating the cloudiness anomalies. However,
there does seem to be greater variability in the records
that extend back to the 1980s. There are instrumental
reasons as to why this may be the case, because the
longer records are derived from many different satel-
lites, requiring complex inter-calibrations using in-
dependent data to reduce inconsistency (Stubenrauch
et al. 2012). There were also fewer satellites to take
measurements early in the record, and they tended
to drift from their original orbits faster. That said,
there are also physical reasons why there is more
variability in the early record, such as the eruptions
of El Chichén and Pinatubo and strong El Nifios in
the 1980s and 1990s.

Even with a relatively stable year-to-year global-
average cloudiness, changes in geographical and
inter-seasonal cloud distribution have an
important effect on climate. Clouds have a
dual nature in that they can both cool the
planet by reflecting incoming radiation and
warm it by trapping terrestrial radiation.
Clouds also store and transport atmospheric
water and subsequent precipitation. There-
fore, clouds play an important role in modu-
lating global energy and water budgets. In
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fact, cloud simulation in general circulation
models is still a leading cause of divergence
among climate prediction scenarios (Bony

and Dufresne 2005; Boucher et al. 2014;
Klein et al. 2017; Zelinka et al. 2016).

1980 1985 1990 1995 2000 2005 2010 2015

In 2018, there were several statisti-
cally significant cloud anomalies, defined
as when measured cloudiness, averaged
over the year, falls more than two standard
deviations outside the mean as determined

FiG. 2.23. (a) Annual global cloudiness anomalies (%) for 1980-

2018, defined as the annual value minus the mean, derived be-
tween 2003 and 2015, a period common to the satellite records
excluding CALIPSO, where the entire record was used instead.

(b) Annual actual global cloudiness (%).
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from the PATMOS-x/AVHRR climatology
(1981-2010). These anomalies covered a
little over 9% of the globe. Positive anoma-
lies (more cloudy) covered parts of central
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and northern Africa (Plate 2.1n). To be statistically
significant, the cloudiness anomaly typically must
persist for several months. In this case, anomalies
were weak in the boreal spring but otherwise present
throughout most of the year (Fig. 2.24). Northern
Europe experienced negative anomalies (less cloudy)
that were strongest in the boreal autumn but persisted
throughout much of the year. A negative anomaly also
occurred in eastern Europe, although unlike northern
Europe, it was strongest in boreal spring. Continental
cloudiness anomalies are important because negative
anomalies frequently coincide with warm and dry
conditions, while positive anomalies coincide with
cool and wet conditions. In this case, many of the
European anomalies coincided with much-warmer-
than-average conditions.

Frequently, anomalies seen over the Pacific Ocean
correspond with large-scale circulation patterns
characteristic of ENSO. Gradients in SST and low-
level wind between the central equatorial Pacific
and Indonesia can enhance or suppress convection,
which in turn affects global cloudiness. This can be
seen in Online Fig. $2.19, where equatorial positive
and negative cloudiness anomalies correspond to El
Nifo and La Nifia in the PATMOS-x/AVHRR record.
In 2018, the ENSO index began weakly negative (La
Nifia) and rose through the year (Wolter and Timlin
1998). In the early part of the year, negative cloud
anomalies existed over the equatorial Pacific while
positive anomalies existed over the north-central
Pacific near the Hawaiian Islands (which experienced

above-average precipitation at this time), forming a
north-south dipole. These conditions peaked in the
boreal spring and persisted through summer to reach
statistical significance for the year (Fig. 2.24). Other
significant maritime negative anomalies occurred
over the North Atlantic, the western Pacific, and the
South Indian Oceans (see ITCZ discussion in Sections
2d4 and 2d5).

7) RIVER DISCHARGE AND RUNOFF—H. Kim

Runoffis water flux draining from the soil column
and is one of various interacting physical processes
related to the energy and water cycles at Earth’s sur-
face. For example, runoff occurs when precipitated
water exceeds the soil’s capacity for infiltration and
the gravitational drainage is greater than capillary
flux. Runoff water forms networks of fluvial flows
concentrated within narrow channels as surface or
subsurface streams and rivers and is eventually dis-
charged to the oceans, transporting integrated heat
and chemical exchanges from upstream to down-
stream. River discharge has long been a concern of
human civilization, and the issue is becoming more
serious with increasing water demand and the hy-
droclimatic intensification (e.g., Madakumbura et al.
2019) under Earth’s warming climate.

In 2018, global discharge (Plate 2.10) and runoff
(Plate 2.1p) anomalies against the long-term mean
showed patterns generally similar to those in 2017.
Large areas of Africa, India, the southern United
States, and western Europe, including the Mediter-
ranean, were under drier
conditions. On the other
hand, South America,
Southeast Asia, eastern
Europe, and western and
eastern Siberia were un-
der significantly wetter
conditions than normal.
Additionally, notable
changes between wet
and dry conditions were
found in a few regions.
Central Siberia and Alas-
ka, which showed sig-
nificant dry conditions
in 2017, became less dry
in 2018, and southern
China was largely drier
in 2018. In terms of riv-
ers, the major African
rivers (e.g., Congo, Ni-

FiG. 2.24. Global seasonal cloudiness anomalies (% relative to 1981-2010) for 2018
from the PATMOS-x/AVHRR cloud climatology.

ger, Nile, and Zambezi)
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maintained discharge levels below
their long-term means. On the Eur-
asian continent, the Ob, Kolyma,
and Mekong Rivers have maintained
wetter conditions, and the Ganges
showed drier conditions compared to
normal, similar to 2017. In contrast,
the Amur, Danube, Lena, and Yenisei
Rivers shifted from dry to wet, and
the Volga from wet to dry. Some
rivers in North America, such as the
Yukon and Mackenzie, have trended
toward wet conditions. Most major
rivers in South America showed

Fic. 2.25. Interannual variability of ONI (lower), PDO (upper), and
global runoff (middle; mm; thick line is 12-month moving average).
ONI and PDO are shaded red (positive phase) or blue (negative phase).
Shading above and below the zero-line of global runoff is proportional similar conditions to the previous
to PDO and ONI, respectively. year except for the Rio Madeira of
the Amazon basin and the Uruguay
of the La Plata basin, which shifted
dry to wet and wet to dry in 2018,
respectively.

Global total freshwater discharge
strongly correlates with various cli-
mate modes (e.g., Kim 2017, 2018). In
particular, it is strongly modulated
by ENSO and the PDO. Their long-
term variabilities, depicted in Fig.
A L . e 2.25, show that combined ENSO and
: Eﬁup!. ' N " PDO in a positive (negative) phase
] . = causes dry (wet) conditions in the
.--i' -I" el B | .‘l' -3 _d‘-*i- L global average. According to multi-

ry P = - ' . '. ' var'late‘r~egre531on analysis, ‘Fhe 'Occ?—
= L L] anic Nifo Index (ONI), which indi-

=0 o="n" Tig_ " - ol g S cates SST variability of the Nifio-3.4
1 r 1 region, and PDO indices explained

|5outh America . 49% of the total variance. By the end
i B " 0f 2018, the Pacific Ocean (i.e., Nifio-
- l | lh; H _-T n ' l I I ll!,&' h 3.4 region, specifically) had passed
! T ? T ] the threshold for El Nifo, but global

2 \ [ J freshwater discharge remained near
the long-term mean after the dry

— - - - . ' perturbation due to a strong positive
1960 15970 1980 1990 2000 2010 phase of 2015/16 ENSO.
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PR AN the 1980s but was slightly wet during
FiG. 2.26. Interannual variability of global and continental runoffanoma- the latter half of 2018. On average,
lies (mm yr') for the entire estimation span (1958-2018). The x- and
y-axes correspond to annual and seasonal variations, respectively.
Europe and South America refer to the upper scale of the color bar,
and the others refer to the lower scale. The continental mask used
in the analysis is referred to http://hydro.iis.u-tokyo.ac.jp/~hjkim/soc period includes July 2018, when
Icontinents.png. many countries, including Cambo-
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Asia has been anomalously wet for
about 10 years and has frequently
faced extremely wet summers. This
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dia, China, Japan, India, Myanmar, and Pakistan,
experienced exceptional flooding. Australia, Europe,
North America, (including Central America) and
South America were in a near-neutral state in 2018;
however, western and northern Europe had signifi-
cantly drier conditions. The extremely or relatively
wet summers in Asia, Europe, North America, and
South America are reflected in the global-scale esti-
mation, which shows a wetter-than-normal year with
a significant excess of water in July 2018.

The 1958-2018 record of global river discharge
and runoff has been estimated by off-line land surface
simulations using the Ensemble Land State Estima-
tor (ELSE; Kim et al. 2009). Atmospheric boundary
conditions were extended by combining the JRA-55
(Kobayashi et al. 2015) and the GPCC Monitoring
Product version 6 (Schneider et al. 2018a). Air tem-
perature, specific humidity, and surface pressure
were corrected to be consistent with each other on
the adjusted elevation while they were interpolated
to global 1° grids. The configurations of the model-
ing system remain the same as previously described
(e.g., Kim 2018).

8) GROUNDWATER AND TERRESTRIAL WATER STORAGE—
M. Rodell, B. Li, and J. S. Famiglietti

Terrestrial water storage (TWS) comprises
groundwater, soil moisture, surface water, snow, and
ice. While groundwater varies more slowly than the
surficial components, it often dominates TWS vari-
ability on multi-annual timescales (Li et al. 2015).
In situ measurement records of groundwater and
soil moisture are difficult to obtain outside of the
United States and parts of Europe and Australia, but
from 2002 to 2017, the Gravity Recovery and Climate
Experiment (GRACE; Tapley et al. 2004) satellite mis-
sion used precise observations of changes in Earth’s
gravity field to enable estimation of TWS variations.
The successor to GRACE, GRACE Follow-On, was
launched on 22 May 2018; however, its data are not
yet publicly available. Thus, herein we rely on output
from a land surface model forced by observation-
based meteorological fields, which assimilated
GRACE data from March 2003 to June 2017 and ran
without data assimilation thereafter (B. Li et al. 2019,
manuscript submitted to Water Resour. Res.).

Plate 2.1q presents a map of the changes in annual
mean TWS between 2017 and 2018, as equivalent
heights of water in centimeters. TWS changes reflect
the integrated effects of other hydroclimatic variables
(see Plates 2.1g-t), including model inputs precipita-
tion, solar radiation, air temperature, wind speed, and
humidity. A TWS drought that began in southern
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Brazil and Paraguay in 2017 spread southward across
Argentina, which had its ninth warmest year since
records began in 1961. Aside from extreme drying
in parts of Peru and western Brazil, TWS changes in
northern South America were unremarkable despite
their capacity for huge swings (Thomas et. al. 2014).
Record rainfall across the eastern United States filled
aquifers and produced flooding during storms, in-
cluding two land-falling hurricanes. Central Mexico
was also wet, while drying was common across the
central and western United States and Canada. In
Africa, the Congo endured more drying following a
severe drought in 2017, and southern African TWS
decreased after a wet 2017. In-between and to the east,
TWS increased. As Europe recorded its warmest year
on record, central Europe dried, while TWS increased
across most of the region adjacent to the Mediterra-
nean Sea. Wetting was widespread in Asia, with vari-
ous pockets of drying. Northwestern Australia, which
saw substantial TWS gains in 2017, dried again in 2018.

In recent decades, changes in TWS in Antarctica,
Greenland, the gulf coast of Alaska, and polar islands
have been dominated by ice sheet and glacier ablation,
which is not simulated by the model. Hence no data
are plotted over these regions in Plate 2.1q. Figures
2.27 and 2.28 display time series of zonal mean and
global mean, deseasonalized monthly TWS anoma-
lies, excluding the ice-covered regions identified
above. The dryness in Argentina, central and south-
ern Africa, and northwestern Australia in 2018 is
manifest in Fig. 2.27 from 10°N to 35°S. At the global
scale (Fig. 2.28), TWS increased only slightly during
2018. By December, global mean TWS was about 2 cm
above the twenty-first century minimum achieved at
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Fic. 2.27. Zonal mean terrestrial water storage anoma-
lies in cm equivalent height of water, based on output
from a GRACE data assimilating land surface model.
Anomalies are relative to a base period of 2005-10.

SEPTEMBER 2019 BAMS | $37

Unauthenticated | Downloaded 01/05/23 08:05 PM UTC



Fic. 2.28. Global average terrestrial water storage
anomalies from GRACE (black) and from a GRACE
data assimilating land surface model (gray), in cm
equivalent height of water relative to a 2005-10 mean
baseline.
the start of 2016 and 2 cm below the 2005-10 mean
used as a baseline in Fig. 2.28.

9) SoiL MoisTURE—T. Scanlon, R. van der Schalie,
W. Preimesberger, C. Reimer, S. Hahn, A. Gruber, R. Kidd,
R. A. M. de Jeu, and W. A. Dorigo

The ESA Climate Change Initiative for Soil Mois-
ture (ESA CCI SM) v04.5 COMBINED product com-
bines observations from seven passive and four active
microwave instruments (Dorigo et al. 2017a; Gruber
etal. 2017; Liu et al. 2012) into a single, harmonized,
long-term (November 1978-December 2018) dataset.
This dataset has reduced uncertainties and data gaps
compared to the single sensor products (Dorigo et al.
2017a; Gruber et al. 2017; Liu et al. 2012). The dataset
has been validated against both land surface models
and in situ measurements and has been widely used
for a range of applications (Dorigo et al. 2017a). The
monthly and annual anomalies were computed here
with respect to a 1991-2010 climatology. Anomalies
and trends in average global soil moisture should be
treated with caution owing to dataset properties, for
example, temporal coverage, changing over time and
to the inability to observe beneath dense vegetation,
in mountain areas, or frozen or snow-covered soils.

In 2018, spatial soil moisture patterns (Plate 2.1r)
were notably drier or wetter than normal in several
regions across the globe. The areas affected by dry
conditions expanded compared to 2017; this is evident
in the dry anomalies around 30°S (South Africa and
Australia; Fig. 2.29 and Plate 2.1r).

Dry soil moisture conditions observed in 2016
(Dorigo et al. 2017b) and 2017 (Dorigo et al. 2018) in
parts of South Africa persisted into 2018, leading to
Cape Town being put on alert for “Day Zero” (pre-
dicted for mid-April 2018) when water reserves were
expected to become depleted (Sousa et al. 2018). The
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implementation of water-saving measures resulted in
the city’s reserves being recharged to 74% capacity by
November 2018; however, with respect to agriculture,
persistent dry conditions throughout the year led to
reduced harvests (WMO 2018). In contrast, strong
wet anomalies were observed in eastern Africa during
March-May (Online Fig. $2.20).

Australia has been notably affected by low soil
moisture conditions. As 2018 progressed, dry condi-
tions spread throughout the country and continued
to the end of the year (Online Fig. $2.20). Australia’s
annual national rainfall was just 89% of the 1961-90
average but was low in the southeast, with much of
the region experiencing totals in the lowest 10% of
historical observations (see Section 7h4 and Sidebar
7.5 for more details).

Exceptional drought conditions also occurred in
northern Europe during June-August, with southern
Europe experiencing wetter-than-normal conditions
during the same period. This is a reversal of the 2017
situation when severe drought affected Italy (Dorigo
et al. 2018). The extreme drying of soils in Scandina-
via in June 2018 contributed to wildfires in Sweden
with 25000 hectares being burned (WMO 2018);
Germany also suffered wildfires.

The strong anomalously negative soil moisture
conditions seen in northeastern Brazil for the past
six years (see Dorigo et al. 2018) persisted into 2018,
with the driest anomalies observed during June-Sep-
tember 2018 (Online Fig. $2.20).

Wetter-than-normal conditions persisted over
much of southeast Asia (Plate 2.1r), continuing the
trend of the past two years (Dorigo et al. 2018). In
addition, wet conditions continued into 2018 along
the west coast of Peru and Chile, strongly contrast-
ing with simultaneous dry conditions in neighboring
Argentina (Plate 2.1r).

Over North America, the Canadian Prairies
continued to show anomalously dry behavior, espe-
cially during the summer months (Online Fig. $2.20),
whereas much of the continental United States was
wetter than normal throughout the year. Hurricane
Michael brought extremely heavy precipitation in
early October, which affected much of the eastern
United States.

Toward the end of 2018, flooding in Saudi Arabia
resulted in strong positive anomalies, in stark contrast
to the previous winter. In Pakistan, a drought warn-
ing was issued in September, with dry conditions
continuing to the end of the year (Online Fig. $2.20).

The middle of 2018 was dominated by a neutral
state of the ENSO following the end of a weak La Nifia
in April. ENSO anomalies are known to potentially
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cause continent-wide deviations in terrestrial water
storages (Bauer-Marschallinger et al. 2013; Boening
et al. 2012; Dorigo et al. 2017b; Miralles et al. 2014a).
Despite the myriad of localized extreme events seen
across the globe in 2018, the average global soil mois-
ture was near-normal (Figs. 2.29, 2.30). However,
there was a switch in the hemispheric anomalies
compared to 2017, with wetter conditions in the NH
and drier conditions in the SH (Fig. 2.30).
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FiG. 2.29. Time-latitude diagram of surface soil mois-
ture anomalies (m* m=3; 1991-2010 base period). Data
were masked as missing where retrievals are either not
possible or of low quality due to dense forests, frozen
soil, snow, ice, etc. (Source: ESA CCI Soil Moisture.)
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Fic. 2.30. Time series of average global, NH, and
SH surface soil moisture anomalies for 1991-2018
(Mm*m3; 1991-2010 base period). Data were masked as
missing where retrievals were either not possible or of
very low quality due to dense forests, frozen soil, snow,
ice, etc. (Source: ESA CCI Soil Moisture.)
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10) DROUGHT—]. Barichivich, T. |. Osborn, I. Harris,
G. van der Schrier, and P. D. Jones

Hydrological drought results from a period of
abnormally low precipitation, sometimes exacerbated
by additional evapotranspiration (ET), and its oc-
currence can be apparent in reduced river discharge,
groundwater storage, and/or soil moisture (Sections
2d7, 2d8, and 2d9, respectfully), depending on the
season and duration of the event. Here, an estimate
of drought called the self-calibrating Palmer Drought
Severity Index (scPDSI; Wells et al. 2004; van der
Schrier et al. 2013) is presented, using precipitation
and Penman-Monteith Potential ET from an early up-
date of the CRU TS v4.03 dataset (Harris et al. 2014).
Moisture categories are calibrated over the complete
1901-2018 period to ensure that extreme droughts
and pluvials (wet episodes) relate to events that do
not occur more frequently than in approximately 2%
of the months. This affects direct comparison with
other hydrological cycle variables in Plate 2.1 that use
a different baseline period.

This analysis differs from Osborn et al. (2018) by
using the new CRU TS v4.03 climate dataset. This
dataset is based on angular-distance weighting of
station observations, with a modified sine curve im-
posing a distance-based relaxation to climatology that
helps ensure a continuous interpolated surface. This
approach allows full control over station selection for
each interpolated value and delivers further benefits
for secondary variables and traceability. This change
in climate dataset has introduced a mean offset in the
estimated areas affected by drought, but the relative
variability between years is little affected.

After a notable peak in the overall area of drought
across the globe in 2016, drought area had declined by
early 2017 (Osborn et al. 2018). After a slight increase
in the second half of 2017, drought area then declined
slowly during 2018 to reach below-average levels (Fig.
2.31). Over the course 0f 2018, the global land area un-
der extreme drought conditions (according to scPDSI)
declined by 0.8%, from 3.5% in January to 2.7% in
December. The area experiencing severe or extreme
drought conditions decreased during 2018 from
10.3% to 8.1% of the global land area, while moderate
or worse drought conditions declined from 21.8% to
20.3% of the global land area. These values should be
interpreted with caution as they may change when
additional observations become available.

Moderate to severe drought conditions particu-
larly affected most of South America, the western
United States, Europe, the Middle East, southern and
western Africa, and Australia (Plate 2.1s). The east—
west contrast across the United States strengthened
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In the Middle East, extreme drought conditions
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| |5 affected Afghanistan. United Nations estimates
- Rhsermia (4 =T | |,n suggest that about 2 million people were affected,
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i St (< =1 leading to a humanitarian crisis in the northern

¥ I Esveeres |5 - T R
. 3 and western parts of the country. Severe or extreme
_:;* ‘..J drought conditions also occurred in some surround-
i ing Middle East countries, either due to a continua-
15 tion of dry conditions since 2017 or a deterioration
10 toward dry conditions (Fig. 2.32). Most of Australia
4 saw an increase in drought conditions due to below-
e T ey = S g average rainfall and high temperatures (see Section

Fic. 2.31. Percentage of global land area (excluding ice
sheets and deserts) with scPDSI indicating moderate
(< -2), severe (< -3) and extreme (< —4) drought for
each month of 1950-2018. Inset: Each month of 2018.
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from 2017 to 2018, with wetter conditions in the east
and drier in the west. California experienced a return
to dry conditions in 2018 after very wet conditions in
2017 that ended the severe five-year drought event
(Lund et al. 2018). Protracted droughts in semiarid
northeastern Brazil (Jimenez-Mufoz et al. 2016) and
central Chile (Garreaud et al. 2017) continued in 2018
but eased with respect to 2017 (Fig. 2.32).

Moderate to severe drought persisted and expand-
ed along the west coast of Africa between Ghana and
Senegal, causing concerns about food insecurity. Wet-
ter conditions occurred in most of central and eastern
Africa, with the 2017 drought in Madagascar easing
in 2018 (Fig. 2.32). The Cape region in South Africa
also continued under severe to extreme drought (Otto
et al. 2018; Section 2d9).
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FiG. 2.32. Change in drought from 2017 to 2018 (mean
scPDSI for 2018 minus mean scPDSI for 2017). Increas-
es in drought severity are indicated by negative values
(brown), decreases by positive values (green). No cal-
culation is made where a drought index is meaningless
(gray areas: ice sheets or deserts with approximately
Zero mean precipitation).
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7h4). Extreme drought impacted New South Wales
and most of Queensland. The North Island of New
Zealand was also affected by severe drought during
2018 (Plate 2.1s; see Section 7h5).

The hot and dry summer in northern Europe (see
Section 7f4) lowered the 2018 scPDSI values compared
with 2017 (Fig. 2.32), although the annual mean re-
mained out of drought conditions except in Germany
(Plate 2.1s). Northern Sweden experienced extensive
forest fires, especially in July. Wetter conditions in
southern Europe shifted the drought index closer
to normal, although some Mediterranean countries
remained in drought (Plate 2.1s; see Section 75).

[1) LAND EvAPORATION—D. G. Miralles, B. Martens,
H. E. Beck, A. J. Dolman, C. Jiménez, M. F. McCabe, and
E. F. Wood

Evaporation estimates are crucial to determine
water availability for human use, analyze ecosys-
tem productivity and species richness, and monitor
agricultural needs for irrigation (Fisher et al. 2017).
Moreover, quantifying the return flow of water
from terrestrial surfaces to the atmosphere enables
the detection of land use and climate impacts on
the hydrological cycle (Dolman et al. 2014). Despite
being seldom measured in situ and not directly ob-
served from space, a range of datasets exists today to
monitor evaporation at continental scales (McCabe
etal. 2016; Miralles et al. 2016; Yo. Zhang et al. 2019).
These datasets are hybrids between observations
and modeling and have been used to study trends
in hydrology and climate (Jung et al. 2010; Zhang et
al. 2016; Cheng et al. 2017); impacts of climate oscil-
lations (Miralles et al. 2014b; Martens et al. 2018);
irrigation requirements (Anderson et al. 2015); and
hydrometeorological extremes (Miralles et al. 2014a;
Mu et al. 2013). Only a few of the existing datasets are
produced in near-real time and, typically, only for
specific continents (Ghilain et al. 2011; Anderson et
al. 2011). Data for this analysis were obtained from
the Global Land Evaporation Amsterdam Model
(GLEAM; Miralles et al. 2011) version v3.2a (Martens
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et al. 2017), a simple land surface scheme run with
satellite data. While not deliberately designed with
an operational intent, GLEAM is updated with a few
months’ latency and has been widely validated in
multiple initiatives over the past few years (McCabe
et al. 2016; Miralles et al. 2016).

Global average land evaporation was higher in
2018 than the 1981-2010 mean (Fig. 2.33), mainly
due to a positive anomaly over the NH from spring
to autumn (Fig. 2.34). This anomalous behavior is at-
tributed to the high temperatures experienced during
this period, particularly in Europe (see Section 7f).
This also agrees with expectations based on the posi-
tive phase of the NAO in 2018, which is commonly
associated with higher evaporation rates in most of
Europe (Martens et al. 2018). At monthly and annual
scales, variability in the SH terrestrial evaporation is
closely linked to ENSO (Miralles et al. 2014b; Mar-
tens et al. 2017). With the average ENSO index being
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Fic. 2.33. Land evaporation anomalies (mm yr';
1981-2010 base period) for the NH, SH, and the entire
globe (blue, red, and black solid lines, respectively).
Linear trends in evaporation (dashed lines) and the
SOI from CRU (right axis, shaded area) are also shown.
(Source: GLEAM.)
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Fic. 2.34. Zonal mean terrestrial evaporation anoma-

lies (mm month'; relative to 1981-2010). (Source:
GLEAM.)

STATE OF THE CLIMATE IN 2018

neutral during 2018, the SH average evaporation was
not particularly anomalous (Fig. 2.33). At decadal
scales, the vast majority of studies have reported a
mildly positive linear trend in global land evaporation
(Miralles et al. 2014b; Yo. Zhang et al. 2016; Brutsaert
2017; Jung et al. 2010). From Fig. 2.33, an average in-
crease in evaporation of approximately 0.4 mm yr~
(p < 0.01) can be inferred, which agrees in sign and
magnitude with Clausius-Clapeyron expectations as-
sociated with recent rates of global warming (Miralles
et al. 2014b; Brutsaert 2017). The globally averaged
mean land evaporation for 2018 was just above this
linear trend (Fig. 2.33).

At regional scales, anomalously low evaporation
was observed across most of southeast Asia, northern
and eastern Australia, Amazonia, southern Africa,
and the western and central United States (Plate
2.1t). In some of these areas, such as southern Africa
and the U.S. west coast, the reduced evaporation
was associated with anomalously low precipitation
(Section 2d4). In northern and eastern Australia,
the negative anomalies reflect severe drought condi-
tions that occurred in the latter half of 2018 (Section
2d10). Regions of higher-than-average evaporation
include southern Australia, continental Asia, the
Arabian Peninsula, the Horn of Africa, the Sahel, the
Mediterranean region, and most of North America.
In the Mediterranean, the positive anomaly was
associated with abnormally high temperatures and
surface incoming solar radiation since early spring,
which escalated to yield a summer heatwave affecting
central and northern Europe in particular (see Sec-
tion 7f). Because precipitation had been near-average
during spring and early summer, soil moisture was
still sufficient to fuel high rates of evaporation in the
Mediterranean region from spring to autumn. This
terrestrial evaporation anomaly largely reflected a
peak in ecosystem transpiration (not shown).

Monitoring the dynamics in continental evapora-
tion facilitates the scrutiny of anticipated impacts of
climate change on hydrology, such as the accelera-
tion of the global water cycle or the hypothesis that
dry (wet) areas are becoming drier (wetter). Despite
progress made in recent years to retrieve evaporation
from satellite data and the novel insights in remote
sensing science (McCabe et al. 2017; Fisher et al. 2017),
anomalies and trends depicted here should be inter-
preted with care. While uncertainties in satellite and
meteorological forcing remain high, large errors still
originate from the retrieval algorithms despite the
progress of evaporation monitoring in recent years
(McCabe et al. 2019).
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e. Atmospheric circulation
[) MEAN SEA LEVEL PRESSURE AND RELATED MODES OF
VARIABILITY—R. Allan

Mean sea level pressure (MSLP) data can be used
to derive indices of many regional modes of variabil-
ity that drive significant weather and climate events
(Kaplan 2011) such as ENSO, the Arctic Oscillation
(AO), NAO, and the Antarctic Oscillation (AAQO;
Fig. 2.35). ENSO, which is measured in the atmo-
sphere by the sea level pressure-derived SOI (Allan et
al. 1996; Kaplan 2011), arguably has the most global
impact.

ENSO describes a variety of events and episodes
that, individually, can exhibit wide-ranging charac-
teristics across the Indo-Pacific region and have tele-
connections to higher latitudes in both hemispheres
(Capotondi et al. 2015; UHeureux et al. 2017; Wang
et al. 2017; Timmermann et al. 2018, Santoso et al.
2019). These different “flavors” of ENSO include
protracted El Nifio and La Nifa episodes (Allan and
D’Arrigo 1999; Allan et al. 2018, manuscript submit-
ted to Holocene).

Since the strong 2014-16 protracted El Nifo
episode, the SLP-derived SOI has fluctuated between
positive and negative values, especially throughout
2018 (Fig. 2.35b). Oceanic measures of ENSO, such as
SSTs measured in the Nifio 142, 3, 3.4, and 4 regions
across the tropical Pacific, exceeded El Nifio thresh-
olds by early June 2018.

In the NH, the last seven boreal winters have

displayed mixed AO and NAO conditions (Figs.
2.35¢,d,g,h). The 2016/17 boreal winter (Fig. 2.36a)
was marked by an increasingly positive NAO through
mid-December 2016, temporarily negative NAO
values around the start of 2017, and then a fluctua-
tion between phases for the rest of January of that
year (Fig. 2.36d; Allan and Folland 2017). During
the 2017/18 boreal winter (Fig. 2.36b), the NAO was
mainly positive (Fig. 2.36¢), with temperatures in
Europe mild to warm, (see Section 7f). In particular,
France, Germany, Switzerland, the Netherlands, and
Denmark experienced record or near-record warm
conditions in 2018.

During the 2018/19 boreal winter (Fig. 2.36¢),
the NAO swung from moderate positive values in
early-to-mid-December to moderate negative values
from late December to mid-January 2019, fluctuat-
ing between positive and negative values thereafter
(Fig. 2.36f). These were weaker than the substantial
regular fluctuations in the winter of 2016/17 (Figs.
2.36a,d) and the irregular variations in the winter
of 2017/18 that included extreme negative values in
late February 2018 (Figs. 2.36b,e). In winter 2018/19,
the anticyclonic circulation with southerly flow over
Europe led to exceptionally high temperatures in
February 2019.

In the SH, the AAO has been predominantly in
its positive phase since 2015/16 (Figs. 2.35e¢,f) and,
during late October to late December 2018, resulted
in eastern Australian circulation patterns associ-

ated with more rainfall-

A0F. 5ol

40  bearing systems. This
phase also favors reduced
sea ice extent in the West
Antarctic Peninsula

(WAP) region, owing to
enhanced westerly wind
conditions (Stammer-
john et al. 2008). In the
last months of 2018, the
weak El Nifio contin-
ued the reinforcement of
low WAP sea ice extents,

which were the fourth
smallest in annual maxi-
mum extent on record
(see Section 6e for fur-

1850 1880 1910 1340 1970 2000 2007 2010 2003 2016

Fic. 2.35. Time series for modes of variability described using sea level pressure
for the (left) complete period of record and (right) 2006-18. (a),(b) SOI (provided
by the Australian Bureau of Meteorology); (c),(d) AO (NCEP Climate Prediction
Center); (e),(f) AAO (NCEP Climate Prediction Center); (g),(h) winter (Dec-
Feb) NAO average (NCAR; presented for winter at the beginning of each year
so winter 2018/19 is not shown).

ther detail).
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Fic. 2.36. Boreal winter sea level pressure anomalies
(hPa; 1981-2010 base period) around the NH (hPa;
1981-2010 base period) averaged over Dec-Feb for (a)
2016/17, (b) 2017/18, and (c) 2018/19. NAO daily time
series (hPa) for winter (d) 2016/17, (e) 2017/18, and (f)
2018/19. The 5-day running mean is shown by the solid
black line. [Source: HadSLP2r (Allan and Ansell 2006).]
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2) Surrace WINDS—C. Azorin-Molina, R. J. H. Dunn,
C. A. Mears, P. Berrisford, T. R. McVicar, and J. P. Nicolas

Surface winds (i.e., typically within 10 m of the
surface) over land continued the recovery that started
in 2013 (Tobin et al 2014), after 30-50 years of slow-
ing (termed “stilling” by Roderick et al. 2007). In
2018 (Fig. 2.37a), terrestrial wind speed showed a
near-global (excluding Australia) average anomaly
of +0.017 m s with respect to its 1981-2010 clima-
tology (Table 2.6). Following 18 years (1996-2012)
of consistent negative anomalies, 2018 was the fifth
consecutive year with a positive anomaly over land.
Regionally, the strongest positive anomalies were
found over central Asia (+0.238 m s™') and East Asia
(+0.159 m s7'; its highest positive anomaly since
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Fic. 2.37. Global (excluding Australia) and regional
annual time series of land surface wind speed anom-
aly (m s7'; relative to 1981-2010) using (a) HadISD3
(1973-2018) and an Australian dataset (1974-2018)
and (b) ERA-Interim (1979-2018), ERAS5 (1979-2018),
MERRA-2 (1980-2018) and JRA-55 (1970-2018). Had-
ISD3 occurrence frequencies (in %) for wind speeds
() >3 m s and (d) >10 m s™' do not include Australia.
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TasLE 2.6. Global and regional statistics for land surface wind speed Fig. 2.37b indicates tha_‘t
(m s™') using observational HadISD3 and Australian datasets for the | reanalyses underesti-
period 1979-2018. mate multi-decadal wind
speed variability given by
Mean el TP'P::\: I97d9_-2'0 1 8d Number of observations (Torralba et
Region 1981-2010 | 2018 Sf:r:tso 95et:\ap:rc)e::ile Stations | 2017 Coburn2019),in
(ms™) (ms™) confidence range particular for the twen-
tieth century (Wohland
Globe et al. 2019).

(excluding 3.327 +0.017 0 071(26_30 053) 2585 Over the last 40
Australia) : : years (since 1979), land-
B surface wind speed de-
ATno::l:a 3714 -0.102 (_0_0950381.0_074) 589 clined globally at a rate
of —0.063 m s decade™
Europe 3.666 -0.067 o0 0320 04 0 774 (Table 2.6). Nevertheless,
the above-mentioned sta-

Central -0.106 bilization and recover
Asia 2875 +0.238 (-0.133 = -0.085) 258 of winds is weakenin?g,
~0.034 the magnitude of the
East Asia 2.732 +0.159 (~0.044 —> ~0.024) 463 observed stilling in the
most recent five years.
Australia 2.091 -0.354 -0.098 28 For instance, less nega-

1976). Across North America (-0.102 m s™!) and
Europe (-0.067 m s™), negative anomalies persisted
but were smaller compared to previous years, that is,
supporting the stabilization or recovery of terrestrial
winds shown in previous reports (Dunn et al. 2016a;
Azorin-Molina et al. 2017, 2018a). Recent wind studies
have also documented a rebound of land surface wind
speeds across countries such as South Korea (Kim and
Paik 2015), Saudi Arabia (Azorin-Molina et al. 2018b),
and China (Zhang et al. 2019), among a few other
regions. In contrast, Australia (-0.354 m s™') showed
its most negative anomaly of the last 40 years. The oc-
currence of moderate (>3 m s™) and strong (>10 m s™)
winds indicates that the recovery of terrestrial surface
winds is caused by the increase of moderate winds
(Fig. 2.37b), as strong winds still show a weak down-
ward or stabilization trend (Fig. 2.37c).

This assessment of terrestrial surface winds is
based on two quality-controlled datasets from an-
emometer observations: (1) the HadISD3 (1973-2018,
Dunn et al. 2012, 2016b) and (2) an Australian data-
set (1974-2018, McVicar et al. 2008), with 2585 and
28 stations, respectively, for the period 1979-2018.
Reanalyzed products were used to assess global ter-
restrial and oceanic (see below) wind speed trends,
incorporating (3) the new ERA5 (1979-2018, Hers-

tive trends, compared
to the 1979-2017 period, were observed (see Table
2.4 in Azorin-Molina et al. 2018a) particularly in
Central Asia (=0.106 m s7! decade™) but also across
East Asia (—0.034 m s! decade™), North America
(-0.084 m s™! decade™), and Europe (-0.050 m s™
decade™); except for Australia which showed a more
negative trend (-0.098 m s™ decade™). Station-based
trends shown in Fig. 2.38 display a dominance of
negative terrestrial wind speed trends (64.2%; 92.9%
for Australia), particularly for northern and south-
ern midlatitude regions as previously reviewed by
McVicar et al. (2012). Based on the tendency of wind
speed toward positive anomalies shown in the last five
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Fic. 2.38. Wind speed trends (m s™' decade™') for
the observational HadlSD3 and Australian data-
sets (circles) over land for 1979-2018, and MERRA-2
over land/ice and RSS over ocean for 1988-2018
(shaded areas).

bach et al. 2019) along with ER A-Interim (1979-2018,
Dee et al. 2011), MERRA-2 (1980-2018, Gelaro et
al. 2017), and JRA-55 (1970-2018, Kobayashi et al.
2015). However, the relatively stable trend shown in
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years, the dominance of negative trends over land may
disappear in the future.

Winds over the oceans for 1979-2018 were
evaluated using merged data from microwave im-
aging radiometers [Wentz 1997, Wentz et al. 2007,
2015; including the Special Sensor Microwave/Im-
ager (SSM/I), the Special Sensor Microwave Imager/
Sounder (SSMIS), the Advanced Microwave Scanning
Radiometer (AMSR and AMSR2), and WindSat],
along with the above-mentioned reanalyses. For
2018, the global mean wind speed anomalies for both
satellite estimates and reanalyses (Fig. 2.39) show
slight positive values, which agrees with the global
positive anomalies and the recovery observed over
land. The most characteristic feature of the spatial
anomalies shown in Plate 2.1v (from MERRA-2 as it
best captures long-term wind variability from satel-
lite estimates) corresponds to (1) the strong negative
anomaly or “wind hole” in the Pacific Ocean north
of the equator, and (2) the widespread positive
anomalies over much of the North Atlantic and a
belt across the Southern Ocean. The location of the
“wind hole” closely corresponds to a region of large
positive anomalies in total column water vapor (see
Plate 2.1i). Since 1988, wind speed trends estimated by
remote sensing (Fig. 2.38) have shown a dominance
of negative anomalies, except for a strengthening of
trade winds over the Pacific and Atlantic Oceans
south of the equator, the Southern Ocean, the Arctic
Ocean, and large ocean bodies near the coastline (e.g.,
North America).

The stilling phenomenon has been attributed to
three major causes: (1) increased surface roughness
(e.g., forest growth, land use changes, and urbaniza-
tion; Vautard et al. 2010; Bichet et al. 2012; Wever
2012; Wu et al. 2016), with a recent study suggest-
ing that greening (i.e., enhanced vegetation leaf
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Fic. 2.39. Global average surface wind anomaly
(m s7'; base period 1981-2010) over ocean from satellite
radiometers (SSM/I + SSMIS) and reanalyses (ERAS,
ERA-Interim, MERRA-2, and JRA-55).
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area index) is not a dominant driver for terrestrial
stilling (Zeng et al. 2018); (2) changes in large-scale
atmospheric circulation and weather patterns (e.g.,
pressure gradient force; Zhang et al. 2019); and (3)
instrumental issues (e.g., anemometer aging; Azorin-
Molina et al. 2018¢). However, the recent rebound
of surface winds over both land and ocean areas
introduces uncertainty to the stilling debate and the
precise cause(s) remains largely uncertain. Scientists
are currently divided as to whether global warming
has had, or will have, an impact on surface wind
speed changes.

3) UPPER AIR WINDs—L. Haimberger, M. Mayer, V. Schenzinger,

and H. Hersbach

For comparison with surface wind speed anoma-
lies in Section 2e2, Fig. 2.40 shows the global (land
and ocean) mean 850-hPa wind speed anomalies
from five reanalyses. There is a general tendency to-
ward higher wind speeds at this level, but only trends
from ERA-Interim and MERRA?2 for 1980-2018 are
significant. Wind speeds from the new ERA5 reanaly-
sis (Hersbach et al. 2019) are slightly lower in recent
years than those from ERA-Interim.

The annual mean 850-hPa wind speeds for 2018,
calculated from ERA5, are above the 1981-2010 base
period mean of 0.14 m s, consistent with the overall
increasing trend. The wind speeds appear anomalous-
ly high over almost the entire North Atlantic and over
the Southern midlatitudes, as can be seen from Plate
2.1v. Over the Pacific Ocean, conversely, winds ap-
pear to be slightly weaker than average overall. Over
land (not shown), the 850-hPa trends from reanaly-
ses are only weakly positive (0.02 m s decade™ in
ERA-5 for the 1979-2018 period; the 2018 anomaly is
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FiGc. 2.40. Annual anomalies of global mean wind speed
(m s'; base period 1981-2010) at 850 hPa from five
reanalyses [ERAS5, ERA-Interim, MERRA-2, JRA-55,
and ECMWF’s Coupled Reanalysis of the Twentieth
Century (CERA20C)]. The numbers in brackets are lin-
ear trends in m s™! decade™ for the period 1980-2018.
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Fic. 2.41. Oct-Dec 2018 velocity potential anomalies at
200 hPa (shaded contours) and Oct—Dec 2018 divergent
wind anomalies at the same level, scale as indicated.
The fields are mean anomalies from four reanalyses
(ERAS high res, ERA-Interim, MERRA2, and JRAS55).

0.05m s™'). These trends are slightly greater than the
surface wind trends over land (Section 2e2).

Weak El Nifo conditions developed in late 2018,
the signal of which can be clearly seen in the 200-hPa
velocity potential and divergent wind field averaged
over October-December 2018 (Fig. 2.41). There is
anomalous divergence northwest of Australia, with
a maximum near the equator, and convergence over
the Philippines. Compared to the strong El Nifio
condition described in the upper air wind section in
an earlier State of the Climate report (Haimberger et
al. 2016), the signal is not spectacular. Still, its peaks
on the order of £2 x 10° m*s™" are well above the un-
certainties for this field, as derived from the velocity
potential spread of the five reanalyses noted above,
which is on the order of 0.2 x 10° m? s (Fig. 2.42a).
The velocity potential spread, which is particularly
strong near the equator, is strongly related to the
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Fic. 2.42. (a) Velocity potential spread (std. dev.) in
Oct-Dec 2018 between (ERAS high res, ERA-Interim,
MERRAZ2, and JRAS55). (b) Velocity potential spread
from the ERA5 10-member ensemble.
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spread in cross-equatorial flow, even in the zonal
mean, which differs by 10% in the different analyses
(not shown). ERA5 provides its own 10-member
ensemble, but its spread (Fig. 2.42b) appears much
weaker than the spread between reanalyses. It ap-
pears likely that the perturbations used to create the
ERA5 ensemble are not sufficient to describe the true
uncertainty of the velocity potential field.

The 2018 QBO (see Online Fig. $2.21 for Hovmoller
diagram of zonal mean zonal wind) can mainly be
characterized by its standard behavior. It started with
an easterly shear zone between 10 hPa and 50 hPa,
which descended at 0.76 km yr, close to the mean
of 0.67 + 1.23 km yr'. The westerly phase, which
began in May, also showed a steady descent to date at
0.84 km yr™', which is well within the normal range of
0.80 +0.64 km yr'. Given that the QBO was in a west-
erly phase in late 2018, it remains to be seen whether
it evolves regularly or whether sudden easterlies
(Osprey et al. 2016) appear to disrupt the normal
cycle as happened in 2015/16. One noteworthy char-
acteristic is the large amplitude of the easterly shear
zone on the reference height of 20 hPa of -37.5 m s,
a value that has only been recorded once at this level
(in 1963), never been exceeded, and well above the
average of -33.1£3.2ms™.

All values for the QBO were calculated as in
Schenzinger et al. (2017); means and standard devia-
tions are for the period 1953-2018.

f. Earth radiation budget
) EARTH RADIATION BUDGET AT TOP-OF-
ATMOSPHERE—P. W. Stackhouse, Jr., T. Wong, D. P. Kratz,
P. Sawaengphokhai, A. C. Wilber, S. K. Gupta, and N. G. Loeb

The energetic state of the Earth-atmosphere sys-
tem is defined by the balance of the incoming total
solar irradiance (TSI) with the reflected shortwave
(RSW) and the outgoing longwave radiation (OLR)
from Earth. This balance characterizes Earth’s radia-
tion budget (ERB) at the top of the atmosphere (TOA)
and drives weather processes and climate forcings as
well as climate feedbacks.

An analysis of all CERES ERB measurements
(Table 2.7) shows that 2018 global annual mean OLR
decreased by ~0.40 W m™ while the RSW increased
by ~0.05 W m™ relative to their corresponding values
in 2017 (rounded to nearest 0.05 W m2). Over the
same timeframe, the global annual mean TSI was
nearly unchanged. The sum of these components
amounts to an increase of ~0.40 W m™ in the global
annual mean total net radiation into Earth’s climate
system for 2018 compared with 2017. Figure 2.43
shows the annual mean regional difference maps in
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level of significance.

TasLE 2.7. Global annual mean TOA radiative flux changes between 2017 and 2018, the
global annual mean radiative flux anomalies relative to their corresponding 2001-17
mean climatological values, and the 2-sigma interannual variabilities of the 2001-17
global annual mean fluxes (all units in W m~2) for the outgoing longwave radiation
(OLR), total solar irradiance (TSI), reflected shortwave (RSW) and total net fluxes.
All flux values have been rounded to the nearest 0.05 W m~2 and only balance to that

One Year Change _z Interannual Variability
(2018 minus 2017) 2018 Anomaly (W m™) (2001-17)

OLR -0.40 0.00 +0.60

TSI 0.00 -0.10 +0.15

RSW +0.05 -0.70 +0.85

Net +0.40 +0.60 +0.80
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Fic. 2.43. Annual average TOA flux differences be-
tween 2018 and 2017 (W m™2) for the (a) OLR (top
panel) and (b) TOA RSW (bottom panel). The differ-
ences are dominated by large changes in the equatorial
Pacific Ocean that are consistent with annual average
cloud fraction changes (not shown) in these regions.
The pattern of differences shows several significant
features including changes over the tropical Pacific,
Indian, North Atlantic, and Arctic Oceans dominated
by an atmospheric shift from La Nifa to near-El Nifio
conditions.

STATE OF THE CLIMATE IN 2018

the OLR and RSW between 2018 and 2017. Peak
OLR flux changes are largely compensated by RSW
changes, but OLR reductions are spread over broader
areas including the Indian Ocean, continental Asia,
and North America. Large increases in OLR and
decreases in RSW are observed over the western Pa-
cific Indonesian region and in the southern tropical
central Pacific. These regional changes are associated
with the tropical climate oscillation between weak
La Nifna conditions near the end of 2017 to weak
El Nifio conditions at the end of 2018 (see discus-
sion in Section 2d6). Relative to the multiyear data
average from 2001 to 2017, the 2018 global annual
mean flux anomalies (Table 2.7) are 0.0, —0.1, —0.7,
and +0.6 W m™ for OLR, TSI, RSW, and total net
flux, respectively. Although the global annual OLR
anomaly is near zero, the 2018 annual mean regional
anomaly maps relative to climatology (not shown)
showed similar patterns as the 2017 to 2018 differ-
ences shown in Fig. 2.43 but were uniformly larger
over the Arctic Ocean. The global annual averaged
changes are within the corresponding 2-sigma inter-
annual variability (Table 2.7) for this period.

The global monthly mean anomaly time series of
TOA fluxes (Fig. 2.44) reveal that the global monthly
mean OLR anomaly fluctuated between positive and
negative throughout 2018. The OLR anomalies in
2018 dropped to a value of —0.85 W m™ in Febru-
ary, reached their maximum value of +0.5 W m™
in June, dropped to —0.45 W m™ in August, then
mostly increased each month for the rest of the
year. The global monthly mean absorbed shortwave
(TSI — RSW) anomaly remained mostly positive dur-
ing 2018, and the magnitudes of this anomaly were
larger than the corresponding OLR anomaly. The
absorbed shortwave anomaly reached a maximum

SEPTEMBER 2019 BAMS | $47
Unauthenticated | Downloaded 01/05/23 08:05 PM UTC



Anamaby (W m ")

e
| — CEPESEDAF Eod O — CERE S FLASHFUN w38 ]

. ; \

X |
|

e ]
T T S T S e e IRl [ T S T O [ O« I

TS-RSW 4 =3
BB S B S s e e e o e m e e e e o e 1 e

H T
F MET el trrul bbsan

T o e e e R S

000 002 004 006 008 IR0 A0k JOdd bE 2R

A
1
il
1
£

Fic. 2.44. Time series of global monthly mean de-
seasonalized anomalies (W m2) of TOA Earth radia-
tion budget for OLR (upper), absorbed shortwave (TSI-
RSW; middle), and total net (TSI-RSW-OLR; lower)
from Mar 2000 to Dec 2018. Anomalies are relative to
their calendar month climatology (2001-17). Annual
averaged anomalies are also shown (yellow bars). Time
series shows the CERES EBAF Ed4.0 I° data (Mar
2000-Oct 2018) in red and the CERES FLASHFIlux
version 3C data (Nov-Dec 2018) in blue; see text for
merging procedure (Sources: https://ceres-tool.larc
.nasa.gov/ord-tool/jsp/EBAF4Selection.jsp and https:
llceres-tool.larc.nasa.gov/ord-tool/jsp/FLASH
_TISASelection.jsp.)

548

value of +1.5 W m™in April, decreased to a minimum
value of about —0.1 W m™ in August, then climbed
back to a positive value at year’s end, ending with a
value of +1.4 W m™. For the year as a whole, the 2018
global annual mean absorbed shortwave anomaly
was +0.6 W m™. The global monthly mean total net
anomaly, which is calculated from the absorbed
shortwave anomaly minus the OLR anomaly, began
2018 with a value of +0.7 W m™, fluctuated between
positive and negative values, remained positive for the
last six months of the year, and ended with a value of
about +1.4 W m™. The positive absorbed shortwave
anomalies in 2018 dominated the negative effect of the
OLR anomaly and resulted in the positive 2018 global
annual mean total net anomaly of +0.65 W m™. This
was the fifth consecutive year that the TOA global net
anomaly was positive relative to climatology (see yel-
low bars in Fig. 2.44). Long-term trend analyses that
include the last two months of the merged dataset are
discouraged because of the natural fluctuation in ERB
components, uncertainty from the data merging pro-
cess, and potential for drift in the FLASHFlux product.

The TSI data used in this study are provided by the
Total Irradiance Monitor aboard the Solar Radiation

| BAMS SEPTEMBER 2019

and Climate Experiment (SORCE) mission (Kopp and
Lean 2011), and the Royal Meteorological Institute
of Belgium composite dataset (Dewitte et al. 2004),
both renormalized to the SORCE Version 15. The
RSW and OLR data were obtained from the CERES
mission (Wielicki et al. 1996, 1998) aboard Terra and
Aqua spacecraft.

The time series (Fig. 2.44) were constructed from
the CERES EBAF (Energy Balanced And Filled)
Ed4.0 product (Loeb et al. 2009, 2012, 2018) for
March 2000-October 2018 and from the CERES
Fast Longwave and Shortwave Radiative Fluxes
(FLASHFlux) version 3C product (Kratz et al. 2014)
for November-December 2018. The normalization
of the FLASHFlux data (Stackhouse et al. 2016)
results in 2-sigma monthly uncertainties of +£0.42,
+0.08, +0.22, and +0.53 W m™ for the OLR, TSI,
RSW, and total net radiation, respectively. Global
annual averaged maps were normalized on a region-
by-region basis.

g Atmosperic composition
I) LONG-LIVED GREENHOUSE GASES—E. |. Dlugokencky,
B. D. Hall, §. A. Montzka, G. Dutton, . Miihle, and |. W. Elkins

The main anthropogenic driver of climate change
is the increased atmospheric burden of carbon di-
oxide (CO,) from fossil fuel combustion. Methane
(CH,) and nitrous oxide (N,0O) add significantly and
increasingly to radiative forcing. Combined, these
three long-lived greenhouse gases (LLGHGs) are re-
sponsible for 89% of the increase in radiative forcing
since the pre-industrial era.

Systematic measurements of atmospheric CO,
began at Mauna Loa, Hawaii (MLO), in 1958, when
CO, was ~315 ppm [parts per million (by moles)
in dry air]. In 2018, the annually averaged CO, at
MLO reached 408.5 + 0.1 ppm (all uncertainties are
68% confidence intervals, unless noted otherwise)
while globally averaged CO, at Earth’s surface was
407.4 + 0.1 ppm (Fig. 2.45a).

Based on calibrated measurements of air extracted
from ice in Greenland and Antarctica, it is known
that the global abundance of atmospheric CO, was
~278 + 1.2 ppm in ~1750 (Etheridge et al. 1996);
the increase to 407.4 + 0.1 ppm in 2018 increased
the radiative forcing caused by CO, by >2 W m™.
During this time, ~430 Pg C (1 Pg C = 10" g C) were
emitted as CO, to the atmosphere from fossil fuel
burning and cement production (Boden et al. 2017).
Global CO, emissions remained nearly constant from
2013-16, but increased by 1.7% in 2018 (IEA 2018).
Constant, or slowly increasing CO, emissions, are
not sufficient to halt the increase in radiative forc-
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Fic. 2.45. Global monthly mean dry-air surface mole
fractions (black) of (a) CO,, (b) CH,, and (c) N,O de-
rived from the NOAA air sampling network. Instanta-
neous growth rates (red), calculated as the time-deriv-
ative of a deseasonalized trend curve (see Dlugokencky
et al. 1994b for methods) are shown on the right axis
(N0 growth rate not shown prior to 1995 because the
measurements were too noisy to adequately represent
the instantaneous growth rate prior to this time). Note
that 2018 data are preliminary.

ing (Montzka et al. 2011). It is difficult to determine
exactly the total cumulative CO, emissions that
cannot be exceeded to avoid a dangerous threshold
of warming, but various reports (Hansen et al. 2017;
IPCC 2018) suggest the threshold is close or has
already been reached.

About half of the CO, emitted from fossil fuel
combustion has dissolved in the world’s oceans (Tans
2009) where it has made seawater ~30% more acidic
[as indicated by (H*)], with potential impacts on ma-
rine life. While the terrestrial biosphere is currently
also a sink for fossil fuel CO,, emissions of CO, to
the atmosphere from land use change prior to ~1940
cancel recent uptake (Tans 2009).

Decadally averaged global growth of CO, has risen
monotonically from the 1960s to an average of 2.3
ppm yr ', varying by + 0.4 ppm yr* (1-sigma), during
the past ten years; the increase in global annual mean
CO, from 2017 to 2018 was 2.5 £+ 0.1 ppm, comparable
to the average rate of increase over the past decade.
While emissions of CO, from fossil fuel combustion
drive its increasing atmospheric burden, variability
in net terrestrial exchange resulting from meteoro-
logical impacts cause the interannual variability in
CO, growth rate.

STATE OF THE CLIMATE IN 2018

Globally averaged methane (CH,) at Earth’s
surface in 2018 was 1857.7 + 0.8 ppb (Dlugokencky
2018). The increase in annual mean CH, from 2017
to 2018 was 8.1 + 0.9 ppb, higher than the average
growth rate over the past ten years of 6.9 £ 2.6 ppb yr™
(where the uncertainty is the standard deviation of
annual increases). Since 1750, CH, has increased by
~1137 ppb from 722 + 15 ppb, contributing 0.51 W m=
direct radiative forcing. CH,-related production of
tropospheric O; and stratospheric H,O also contrib-
utes ~0.3 W m™ indirect radiative forcing (Myhre
et al. 2013).

Atmospheric CH, has a complex budget with
emissions from both anthropogenic (~60%) and
natural (~40%) sources (Fung et al. 1991); its main
loss process, atmospheric oxidation, is initiated by
reaction with the short-lived (~1 second lifetime)
hydroxyl radical (OH, which is poorly constrained
by observations); and methane’s rate of increase has
varied interannually and decadally. Total global emis-
sions of CH, are reasonably well-constrained by the
current network of atmospheric measurements and
an estimate of its lifetime (Dlugokencky et al. 2011),
but the magnitude and trend in emissions from
individual sources and trends in CH, atmospheric
lifetime are still greatly uncertain. In the past three
decades, methane’s growth rate has undergone large
changes (red line in Fig. 2.45b); from 1999 to 2006,
its growth rate decreased to near zero, which is
consistent with constant emissions, if there was no
trend in its lifetime. On shorter time scales, there
is significant interannual variability in growth rate,
which results predominantly from changes in emis-
sions from wetlands and biomass burning driven by
meteorology but has also been affected by volcanic
eruptions (Dlugokencky et al. 1994a; Bandi et al.
2013). Since 2007, atmospheric CH, has been increas-
ing again; measurements of CH, abundance and
its isotopic composition strongly suggest increased
emissions from biogenic sources, both natural and
anthropogenic (Nisbet et al. 2019; Schaefer et al. 2016;
Schwietzke et al. 2016), rather than changes in fossil
fuel-related emissions. Changes in CH, loss rate have
also been implicated, but such changes are highly
uncertain (Naus et al. 2018).

Nitrous oxide (N,0) is a greenhouse gas and an
ozone-depleting substance (Ravishankara et al. 2009).
Itis emitted to the atmosphere from natural and agri-
cultural soils, and from the oceans. The imbalance be-
tween emissions and sinks, ~40%, is mostly caused by
nitrogen-containing fertilizers and manure used for
agriculture (Ciais et al. 2013). Except for a brief period
in the 1940s, atmospheric N,O has been increasing
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steadily throughout the industrial era (MacFarling
Meure et al. 2006). The mean global atmospheric N,O
mole fraction in 2018 was 330.9 + 0.1 ppb, an increase
of 1.1 £ 0.2 ppb from 2017 (Fig. 2.45¢c). This 1.1 ppb
increase in the annual mean is similar to the average
annual increase over the past decade (1.0 £ 0.2 ppb).
Combined, the LLGHGs CO,, CH,, N,O, and sev-
eral halogenated gases contribute just over 3 W m™
to radiative forcing. The NOAA Annual Greenhouse
Gas Index (AGGI; Fig. 2.46a) summarizes trends in
the combined direct radiative forcing by CO,, CH,,
N,O, CFC-11, CFC-12, and 15 minor gases (Table 2.8;
Fig. 2.46b; Hofmann et al. 2006). The AGGI repre-
sents the annual cumulative radiative forcing of these e
gases relative to the Kyoto Protocol baseline year of
1990. It does not include indirect radiative forcing
(e.g., influences of methane increases on ozone and

195 2000 2005 W N5 e

FiG. 2.47. Global mean mole fractions at Earth’s surface
(ppt, dry air) for several LLGHG, many of which also
deplete stratospheric ozone. See Table 2.8 for the 2018

3 T

water vapor). The combined forcing in 2018 was
3.10 W m™ and represents a nearly 43% increase since
1990 (2.16 W m™ 2018 AGGI = 1.434). While the
atmospheric abundances of some greenhouse gases
such as chlorofluorocarbons have declined in recent
decades (Fig. 2.47), the combined radiative forcing
of LLGHGs has increased each year (Fig. 2.46b). The
average increase in radiative forcing since 1980 is
0.036 W m™ yr'. Year-to-year variations in this in-
crement correspond roughly with variability in CO,,
because CO, is responsible for about 65% of radiative
forcing by LLGHGs.

AGGE [2018) = 1.43

S T

Fic. 2.46. (a) Direct radiative forcing (W m~?) due to 5
major LLGHG and 15 minor gases (left axis) and the
associated values of the NOAA AGGI (right axis), and
(b) annual increase in direct radiative forcing (W m2).
Solid black lines indicate that the AGGI had a value of
1.0 in 1990.
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global mean mole fractions of these gases.

2) OZONE-DEPLETING SUBSTANCEsS—B. D. Hall,
§. A. Montzka, G. Dutton, B. R. Miller, and |. W. Elkins

Halogenated gases, such as CFCs and HCFCs,
not only contribute to direct radiative forcing, but
also impact stratospheric ozone, which influences
climate (Karpechko et al. 2018). The emissions and
atmospheric abundances (Fig. 2.47) of most ozone-
depleting substances (ODS) are declining as expected
due to controls implemented in the Montreal Protocol
(Engel et al. 2018). A notable exception is CFC-11,
for which emissions have unexpectedly increased
in recent years (Montzka et al. 2018) even though
atmospheric concentrations are still declining slowly
(Fig. 2.47 and Table 2.8). Newly discovered sources
of CCl, emissions and a revision of the global atmo-
spheric lifetime have improved our understanding of
the CCl, global budget (Engel et al. 2018; Lunt et al.
2018; Park et al. 2018). Continued emissions of ozone-
depleting substances over what is expected under the
Protocol could delay the recovery of stratospheric
ozone (Montzka et al. 2018; Carpenter et al. 2018).
While atmospheric abundances of HCFCs, which are
replacements for CFCs, continue to increase, the rates
of increase of HCFC-22, HCFC-141b, and HCFC-
142b, which are the most abundant HCFCs, have
slowed in recent years. While non-ozone-depleting
substitutes for HCFCs, known as HFCs, currently
contribute little to radiative forcing, they are powerful
greenhouse gases and concern about future emissions
led to new controls on HFC production under the
Kigali Amendment to the Montreal Protocol, which
took effect in early 2019.

Unauthenticated | Downloaded 01/05/23 08:05 PM UTC



TABLE 2.8. Summary table of long-lived greenhouse gases for 2018 (CO, mixing ratios are in ppm, N,O
and CH, in ppb, and all others in ppt).
Industrial . Radiative Mean Surface Mole Life-
Designation or i::m::: AGGI | ODGI Efficiency 2018 Fraction time
Common Name (W m2ppb™')? | (change from prior year)® | (years)?
Carbon Dioxide CO, Y N 1.37 x 10 4074 (2.4)
Methane CH, Y N 3.63x 10* 1857.8 (8.2) 9.1
Nitrous Oxide N,O Y N 3.00 x 073 330.9 (I.1)¢ 123
Chlorofluorocarbons
CFC-I1 CCIsF Y Y 0.26 228.2 (-0.7)¢ 52
CFC-12 CCl,F, Y Y 0.32 505.6 (—2.8)¢ 102
CFC-113 CCI,FCCIF, Y Y 0.30 70.3 (-0.5)° 93
Hydrochlorofluorocarbons
HCFC-22 CHCIF, Y Y 0.21 244.1 (3.8) 1.9
HCFC-141b CH;CCI,F Y Y 0.16 24.4 (-0.1) 94
HCFC-142b CH;CCIF, Y Y 0.19 22.0 (-0.1) 18
Hydrofluorocarbons
HFC-134a CH,FCF; Y N 0.16 102.0 (6.3) 14
HFC-152a CH;CHF, Y N 0.10 7.0 (0.2) 1.6
HFC-143a CH;CF; Y N 0.16 22.2 (1.6) 51
HFC-125 CHF,CF, Y N 0.23 25.9 (3.1) 30
HFC-32 CH,F, N N 0.11 15.1 (2.1) 5.4
HFC-23 CHF; Y N 0.18 31.2 (1.3) 228
HFC-365mfc CH,CF,CH,CF, N N 0.22 0.97 (0.04) 8.9
HFC-227ea CF;CHFCF; N N 0.26 1.42 (0.13) 36
Chlorocarbons
Methyl Chloroform CH,CCl; Y Y 0.07 1.9 (-0.3) 5.0
Carbon Tetrachloride CCl4 Y Y 0.17 79.3 (-1.0)¢ 33
Methyl Chloride CH;ClI N Y 0.0l 545.0 (-2.6) 0.9
Bromocarbons
Methyl Bromide CH;Br N Y 0.004 6.6 (0) 0.8
Halon 1211 CBrCIF, Y Y 0.29 3.35 (-0.08) 16
Halon 1301 CBrF; Y Y 0.30 3.26 (0.00) 72
Halon 2402 CBrF,CBrF, Y Y 0.31 0.41 (0) 28
Fully fluorinated species
Sulfur Hexafluoride SF¢ Y N 0.57 9.60 (0.33)¢ >600
PFC-14 CF, N N 0.09 84.6 (1.0) ~50000
PFC-116 C2F, N N 0.25 4.76 (0.10) ~10000
PFC-218 CsFg N N 0.28 0.66 (0.03) ~2600

*Radiative efficiencies were taken from IPCC AR5 (Myhre et al. 2013). Steady-state lifetimes were taken from Appendix A in WMO (2018),
except for SFg, which is taken from Ray et al. (2017). For CO,, numerous removal processes complicate the derivation of a global lifetime.

® Mole fractions are global, annual surface means for the indicated calendar year determined from the NOAA cooperative global air
sampling network (Hofmann et al. 2006), except for PFC-14, PFC-116, PFC-218, and HFC-23, which were measured by AGAGE (Miihle
et al. 2010; Miller et al. 2010). Changes indicated in brackets are the differences between the 2018 and 2017 means. All values are pre-
liminary and subject to minor updates.

“Global mean estimates derived from multiple NOAA measurement programs (“Combined Dataset”).
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Fic. 2.48. EESC for the Antarctic stratosphere derived
from NOAA surface measurements of long-lived
ozone-depleting substances, supplemented with data
from the WMO Al scenario (Harris et al. 2014). EESC
values correspond to Jan of each year.

Equivalent effective stratospheric chlorine (EESC)
is a measure of the ozone-depleting potential of the
stratospheric halogen loading at a given time and
place. EESC is calculated from global average sur-
face mole fractions of long-lived ozone-depleting
gases and weighting factors that include surface-
to-stratosphere transport times, mixing during
transit, photolytic reactivity, and ozone-destruction
efficiency (Montzka et al. 1996; Newman et al. 2007).
EESC s typically calculated for two regions that differ
in total available reactive halogen: the Antarctic and
midlatitude stratosphere. EESC and its components
are shown for the Antarctic stratosphere in Fig. 2.48.
The impact of declining CH,CCl, (Fig. 2.47) on EESC
is illustrated in Fig. 2.48. Stratospheric ozone is show-
ing signs of recovery as EESC declines (Kuttippurath
and Nair 2017; Strahan and Douglass 2018; see also
Section 6g).

By the start of 2018, EESC decreased to 3733 ppt
and 1586 ppt in Antarctic and midlatitude regions,
respectively. These represent 21% and 45% reduc-
tions from the peak values in EESC over Antarctica
and the midlatitudes, respectively, toward the 1980
benchmark values. EESC is expected to return to
1980 benchmark levels around 2050 in the midlati-
tudes and around 2075 in the Antarctic (Carpenter
etal. 2018).

3) AerosoLs—S. Rémy, N. Bellouin, 1. Kipling, M. Ades,

A. Benedetti, and 0. Boucher
Atmospheric aerosols play an important role in the
climate system by scattering and absorbing short- and
long-wave radiation, and by indirectly affecting the
life cycle, optical properties, and precipitation activ-
ity of clouds. Aerosols are also considered in many

§52 | BAIS SEPTEMBER 2019

countries as a serious public health issue and, hence,
are subject to monitoring and forecasting as part
of air quality policies. They can be directly emitted
(e.g., sea salt, dust, and carbonaceous aerosols) or the
product of chemical reactions of precursor gases, such
as sulfate, nitrate, and secondary organic aerosols.

The Copernicus Atmosphere Monitoring Service
(CAMS) runs a near-real time global analysis of aero-
sols and trace gases. The CAMS project also produced
a reanalysis of global aerosols and trace gases that
covers the years 2003-18 (Inness et al. 2019), named
the CAMS reanalysis (CAMSRA). Verification of
total aerosol optical depth (AOD), a measure of the
extinction of the solar beam by aerosols, against inde-
pendent observations from the Aerosol Robotic NET-
work (AERONET), shows that the CAMS reanalysis
has a smaller bias and error than its predecessors,
the CAMS interim reanalysis (Flemming et al. 2017)
and the Monitoring Atmospheric Composition and
Climate (MACC) reanalysis (Inness et al. 2013). This
section uses data exclusively from the CAMSRA.

Retrievals of AOD at 550 nm (Levy et al. 2013)
from the MODIS instrument onboard NASA Aqua
and Terra satellites as well as from the Advanced
Along-Track Scanning Radiometer (AATSR) instru-
ment onboard ENVISAT (Popp et al. 2016) were as-
similated. The anthropogenic emissions were taken
from the MACCity inventory (Granier et al. 2011),
while biomass burning emissions were provided by
the Global Fire Assimilation System (GFAS) inven-
tory (Kaiser et al. 2012). Dust and sea salt aerosol
emissions were computed dynamically as a function
of wind speed, temperature, and soil type.

The time series of monthly and annual glob-
ally averaged total AOD during 2003-18 (Fig. 2.49)
shows strong seasonality, driven mainly by dust
episodes between March and July in the Sahara and
Taklimakan/Gobi Deserts and the Middle East, and
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seasonal biomass burning in Africa, South America,
and Indonesia. There is no significant trend over the
period, but extreme events such as the 2015 El Nifio
fires over Indonesia are prominent.

As compared to the 2003-17 average from the
CAMSRA, 2018 had negative anomalies of total
AOD over most of Brazil, the eastern United States,
boreal North America, China, Japan, and the Korean
Peninsula as well as southeastern Siberia and most
of Europe (Plate 2.1x). The negative anomalies over
Brazil, the United States, Europe, and China are
part of a longer trend over these regions, as shown in
Fig. 2.50b. Over Europe and the United States, this
negative trend is present throughout the period and
is more pronounced after 2009; it is associated with
a general decrease of anthropogenic emissions over
these regions. Over China, the negative trend ap-
pears after 2012 and is consistent with the observed
decrease in industrial sulfur dioxide (SO,) emis-
sions, the main precursor of sulfate aerosols, driven
by tighter emission standards (Karplus et al. 2018).
Aerosol emissions of biomass burning origin were
reduced over Brazil due to less intense deforestation
(Aragao et al. 2018). The 2018 negative anomalies in
parts of boreal North America and parts of eastern
Siberia were caused by a lower occurrence of fires in
these regions as shown in Plate 2.1y. Positive anoma-
lies of total AOD cover most of the Near and Middle
East and India, as well as large swaths of the western
United States, Canada, and Africa. The positive
anomaly over the Indian subcontinent corresponds to
along-term trend of increasing anthropogenic emis-
sions (Satheesh et al. 2017), as shown in Fig. 2.50b.
The western United States and southwest Canada
had extreme fires during July, August, and November
[e.g., the Camp Fire in California, which caused many
casualties (see Sidebar 7.1 for more details)]. British
Columbia had its worst fire season on record, break-
ing the record set just the previous year in 2017. The
positive anomalies over the Near and Middle East and
North Africa were caused by an active dust season
there (Plate 2.z), particularly over Iran and Pakistan.
The northern Arabian Sea and the Persian Gulf were
1.5°-2.0°C above normal during most of the year
except June-September, which possibly contributed
to the development of strong winds over the adjacent
dust-producing regions. The positive anomaly of dust
AOD over most of the Sahara during 2018 was associ-
ated with stronger transatlantic transport than usual
and high dust concentrations over the Caribbean
Islands and parts of Central America.

Global maps of the 2003-18 average total AOD and
statistically significant (95% confidence) linear trends

STATE OF THE CLIMATE IN 2018

over the period are shown in Figs. 2.50a,b. High AOD
values include the highly polluted areas of southern
and eastern Asia, the dust-producing regions of the
Sahara, Saudi Arabia, the Middle East, and the Takli-
makan and Gobi Deserts, and the regions mostly con-
cerned with seasonal biomass burning such as equa-
torial Africa, Brazil, and Indonesia. The high values
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FiG. 2.50. (a) Total AOD at 550 nm averaged over the
period 2003-18. Note the regional differences, with
much greater total AOD values over parts of north-
ern Africa, the Arabian Peninsula, southern Asia, and
eastern China. (b) Linear trends of total AOD (AOD
yr') for 2003-18. Only trends that are statistically
significant (95% confidence) are shown. (c) Number of
months in 2018 with extreme AOD (above the 2003-17
average plus four std. dev.).

SEPTEMBER 2019 BAIS | $53
Unauthenticated | Downloaded 01/05/23 08:05 PM UTC



over Hawaii and near Mexico
City are a known artifact of
the CAMSRA related to vol-
canic outgassing. Figure 2.50c
shows a simple indicator of the
occurrence of extreme monthly
AOD values. The region most
impacted was around Iran and
Pakistan and, to a lesser extent,
the rest of the Middle East and
the Arabian Sea, due to a series
of dust storms from April to
June. The high values over
southern Canada, the western
United States, and parts of the
North Atlantic are associated
with extreme fires in August
and November.

Radiative forcing resulting
from aerosol-radiation (RFari)
and aerosol-cloud interactions
(RFaci) for the period 2003-18
is shown in Fig. 2.51, as esti-
mated using the methods de-

S =Ly whr vl e e

Fic. 2.51. Radiative forcing in the shortwave spectrum of (a), (b) aerosol-ra-
diation (RFari) and (c), (d) aerosol-cloud interactions (RFaci) from 2003-18.
Negative radiative forcings imply a cooling effect of the aerosols on the
climate; absorbing anthropogenic aerosols exert positive RFari over bright
surfaces, like the African and Arabian deserts, as shown in the upper panel.

scribed in Bellouin et al. (2013)

but with CAMSRA data. The year 2018 was average in
terms of RFari, while RFaci was relatively weak due to
fewer anthropogenic aerosols over the ocean, where
clouds are more sensitive to aerosol perturbations.
Trends remain statistically fragile because of large
uncertainties in the estimates.

4) STRATOSPHERIC 0ZONE—M. Weber, W. Steinbrecht,
C. Arosio, R. van der A, S. M. Frith, |. Anderson,
M. Coldewey-Egbers, S. Davis, D. Degenstein, V. E. Fioletov,
L. Froidevaux, D. Hubert, C. S. Long, D. Loyola, A. Rozanov,

C. Roth, V. Sofieva, K. Tourpali, R. Wang, and ]. D. Wild
Global stratospheric ozone levels vary from year to
year depending on the dynamical state of the atmo-
sphere. Generally, ozone variability becomes larger
with increasing latitude. Plate 2.1aa shows the global
distribution of annual mean total ozone anomalies
for 2018. Total ozone variability in the tropics is
mainly governed by the Quasi-bienniel Oscillation
(QBO). During NH winter 2017/18, the QBO at 50
hPa (~22 km, lower stratosphere) was in its easterly
phase. This is associated with negative total ozone
anomalies in the inner tropics (e.g., Diallo et al. 2018)
and positive anomalies in the subtropics and midlati-
tudes. Throughout the entire SH extratropics, total
ozone levels in 2018 were, therefore, well above the
mean [up to 15 Dobson units (DU)] compared to the
reference period 1998-2008. Over much of the Ant-
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arctic region, values were lower than the long-term
mean. This is related to an above-average size spring
ozone hole in 2018 (see low October means in Fig.
2.52e and Section 6j). Extratropical ozone variability
maximizes in winter/spring when meridional ozone
transport related to the Brewer-Dobson circulation
and QBO is most active. These transport variations
are the main contributors to variations in annual
mean total ozone. In the NH, therefore, total ozone
was slightly above average in 2018 but with extended
regions of negative anomalies. Above the Aleutian
region in Alaska, total ozone was up to 15 DU below
the long-term average, while above Greenland and
the North Atlantic region, total ozone was higher by
more than 15 DU (Plate 2.1aa). In spring 2018, NH
polar ozone losses were largely absent due to warm
conditions (and enhanced ozone transport) and a
weak polar vortex (North Atlantic region). The March
NH polar cap total ozone mean in 2018 (Fig. 2.52¢)
was in the upper range of values observed during the
last two decades.

Figure 2.52 shows the annual mean total ozone
time series from various merged datasets for the
near-global average (60°N-60°S) average, tropics, ex-
tratropics, and selected months in the polar regions.
Midlatitude total ozone means were high in 2018,
while the tropical values were low compared to the
annual means observed in the recent decade (see also
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Fic. 2.52. Time series of annual mean total ozone (DU) in (a)-(d) four zonal
bands, and (e) polar (60°-90°) total ozone in Mar (NH; see also Section 5j) and
Oct (SH), the months when polar ozone losses usually are largest. Data are
from WOUDC (World Ozone and Ultraviolet Radiation Data Centre) ground-
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Plate 2.1aa). For all latitude bands, except the tropics,
the average total ozone levels have not yet recovered
to the values of the 1970s, a time when ozone losses
due to ozone-depleting substances (ODSs) were still
very small (WMO 2018a). A recent study by Weber
et al. (2018) indicates that total ozone trends since
the late 1990s are positive (<1% decade™), but at most
latitudes the trends do not reach statistical signifi-
cance. Still, the small increase in global total ozone
following the significant decline before the 1990s
provides proof that the Montreal Protocol and its
Amendments, responsible for phasing out ODSs, has
been successful. The observed changes in total ozone
and in lower stratospheric ozone are reproduced well
by state-of-the-art chemistry-transport model cal-
culations that account for changes in transport and
for changes in the ODSs regulated by the Montreal
Protocol (Chipperfield et al. 2018).

Apart from the polar regions, the largest effect of
ODSs occurs in the upper stratosphere (around 40 km
altitude). Figure 2.53 shows an update of observed
and modeled evolution of ozone at these altitudes
and northern midlatitudes (e.g., Steinbrecht et al.
2017; WMO 2018a; SPARC/IO3C/GAW 2019). The
ozone decline from the late 1970s to the late 1990s,
due to increasing atmospheric concentrations of
ODSs, stopped. Since around 2000, ozone has been
increasing slowly in both hemispheres, indicating
success of the Montreal Protocol, and more or less
as expected from model simulations, e.g., within the
Chemistry Climate Model Initiative (CCML Dhomse
et al. 2018; WMO 2018a; SPARC/IO3C/GAW 2019).
At northern midlatitudes, ozone in 2018 was within
the range observed in recent years.

Figure 2.54 shows that ozone profile trends vary
with longitude. The largest (and most significant)
ozone increases from 2003-18 have occurred between
40 km and 45 km altitude
in the Western Hemisphere,
and at higher latitudes in
both hemispheres. Longitu-
dinal variations arise from

based measurements combining Brewer, Dobson, SAOZ (Systéme D’Analyse

par Observations Zénithales), and filter spectrometer data (red: Fioletov et al.
2002, 2008); the BUV/SBUV/SBUV2 V8.6/OMPS merged products from NASA
(MOD V8.6, dark blue, Frith et al. 2014, 2017) and NOAA (light blue: Wild
and Long, personal communication, 2019; the GOME/SCIAMACHY/GOME-2
products GSG from University of Bremen (dark green, Weber et al. 2018) and
GTO from ESA/DLR (light green, Coldewey-Egbers et al. 2015; Garane et al.
2018). MSR-2 (purple) assimilates nearly all ozone datasets after corrections
with respect to the ground data (van der A et al. 2015). All six datasets have
been bias corrected by subtracting averages for the reference period 1998-2008
and adding back the mean of these averages. The dotted gray lines in each
panel show the average ozone level for 1970-79 calculated from the WOUDC

data. All data for 2018 are preliminary.
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zonally non-symmetric
changes in circulation pat-
terns, which influence trace
gas transports and chemical
reactions relevant for ozone.
More studies are needed to
consolidate these results and
their interpretation.

In the lower stratosphere,
ozone variations are largely
driven by meteorological
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variations in transport, and less so by changes in
ODSs (e.g., Chipperfield et al. 2018). Ozone near
50-hPa/22-km altitude at midlatitudes in both hemi-
spheres declined before the mid-1990s and remained
more or less stable during the last 20 years (Fig. 2.53c).
In the tropics (e.g., 20°N-20°S), observations and
CCMI model simulations at 50 hPa do show a con-
tinuing long-term decline, which is linked to a climate
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FiG. 2.53. Annual mean anomalies of ozone in the up-
per stratosphere near (a) and (b) 42 km altitude (2
hPa) and (c) and (d) near 22 km (50 hPa) for two zonal
bands: 35°-60°N and 20°N-20°S (tropics), respec-
tively. Anomalies are referenced to the 1998-2008
baseline. Colored lines are for long-term records
obtained by merging different limb (GOZCARDS,
SWOOSH, SAGE+OSIRIS, SAGE+CCI+OMPS-LP,
SAGE+SCIAMACHY+OMPS-LP) or nadir viewing
(SBUV, OMPS-NP) satellite instruments. Black line is
from merging ground-based ozone records at NDACC
stations employing differential absorption lidars, mi-
crowave radiometers, or Fourier Transform InfraRed
spectrometers (FTIRs). Brown line is for ground-based
Umkehr measurements. See Steinbrecht et al. (2017),
WMO 2018a, and Arosio et al. (2018) for details on the
various datasets. Gray shaded area shows the range of
chemistry-climate model from CCMI (WMO 2018a;
SPARC/IO3C/GAW 2019; Dhomse et al. 2018). Ozone
data for 2018 are not yet complete for all instruments
and are still preliminary.
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Fic. 2.54. Ozone trends (% decade™') at (a) 43.1 km for
(latitude vs. longitude) and (b) 60°N (altitude vs. longi-
tude) from the longitudinally resolved SCIAMACHY-
OMPS-LP merged ozone profile dataset for the
2003-18 period as derived from a multiple variate
linear regression. Dashed areas indicate non-significant
trends and the gray polygon indicates the location of
the South Atlantic Anomaly (SAA) where data quality
is poor. Update from Arosio et al. 2018.

change-related acceleration of the meridional Brewer-
Dobson circulation (Ball et al. 2018; Chipperfield
et al. 2018; WMO 2018a). The large interannual
variations and the uncertainties in the observational
data records result in considerable spread for the time
series to date, thus making reliable detection of small
underlying trends rather difficult.

5) STRATOSPHERIC WATER VAPOR—S. M. Davis,
K. H. Rosenlof, D. F. Hurst, H. B. Selkirk, and H. Vomel

Following several years of dramatic changes in
lower stratospheric water vapor (SWV), 2018 started
as a relatively quiescent year. In January, the tropi-
cal mean (15°N-15°S) water vapor anomaly in the
lowermost stratosphere (at 82 hPa), as measured by
the Aura Microwave Limb Sounder (MLS) satellite
instrument, was +0.14 ppm (parts per million mole
fraction, equivalent to umol mol™), which corre-
sponds to a deviation of only 5% from its long-term
2004-18 average value for this month (2.9 ppm).
From January through October this Aura MLS
tropical mean lower stratospheric water vapor anom-
aly remained within 11% of its long-term average
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(Fig. 2.55). A significant drop of 0.5 ppm occurred
in November.

The tropical lower stratospheric water vapor
anomaly is an important quantity because the primary
pathway for air to enter the global stratosphere is via
crossing the tropical tropopause, and the mixing ratio
of water vapor in this region is quasi-conserved as it is
transported vertically and horizontally (Fig. 2.55). In
general, the qualitative behavior of tropical lowermost
stratospheric water vapor observed by Aura MLS is
consistent with balloon-borne frost point hygrometer
soundings at tropical sites Hilo, Hawaii (20°N), and
San José, Costa Rica (10°N; Figs. 2.56¢,d), although
there is some evidence of drifts of the MLS measure-
ments relative to the balloon measurements (Hurst
et al. 2016).

Variations in the cold-point temperature (CPT)
in the tropical tropopause layer (TTL) provide the
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FiG. 2.55. (a) Time series of vertical profiles of tropical
(15°N-15°S) SWYV anomalies and (b) latitudinal distri-
butions of SWV anomalies at 82 hPa. Both are based
on Aura MLS data. Anomalies are differences from
the mean 2004-18 water vapor mixing ratios (ppm)
for each month. Panel (b) shows the propagation of
tropical lower SWYV anomalies to higher latitudes in
both hemispheres as well as the influences of dehy-
drated air masses from the Antarctic polar vortex as
they are transported toward the SH midlatitudes at
the end of each year.
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dominant control of water vapor entering into the
lowermost stratosphere. Air is freeze-dried as it slowly
ascends through the TTL (~14-19 km, ~150-70 hPa),
and because of this, seasonal to interannual variabil-
ity in tropical SWV around 82 hPa is highly correlated
with CPT temperature variations. The dramatic
0.5 ppm drop in SWV in November 2018 that
persisted through the end of the year (Figs. 2.56d,
2.57) coincided with a drop in the tropical average
CPT during this same time period (Fig. 2.56d). Dur-
ing November, the dry anomalies were confined to the
£10° latitude band centered on the equator (Fig. 2.55b)
and were fairly uniform in longitude (Fig. 2.57b).
By December, the pattern was less zonally uniform

£ 1]

.';E ‘ '1::: 2 i <
o x-..f""'-':‘“w
i -
-I‘.a'l

:-:. m'ﬂl

13
LI
A

)
fnf o, USA G

- R el
S *W{"tq

T =
e u-.m-.mru:m:-

o | ﬁ%ﬁw -.

L iy o)
& o e
R

ST .

.
.., Ln-ir'llul:li-!-'ﬂl

| 2oy Mt e R,

Jng Frid i il

Fic. 2.56. Lower stratospheric water vapor anomalies
over five balloon-borne frostpoint (FP) hygrometer
stations. Each panel shows the lower stratospheric
anomalies of individual FP soundings (black) and of
monthly zonal averages of MLS retrievals at 82 hPa in
the 5° latitude band containing the FP station (red).
High-resolution FP vertical profile data were averaged
between 70 and 100 hPa to emulate the MLS averaging
kernel for 82 hPa. Each MLS monthly zonal mean was
determined from 2000-3000 profiles. Anomalies for
MLS and FP data are calculated relative to the 2004-18
period for sites except for Lindenberg (2009-18) and
Hilo (2011-18). Tropical CPT anomalies based on the
MERRA-2 reanalysis (d, blue curve), which are gen-
erally well correlated with the tropical lower SWV
anomalies, are the driving force behind the variations
in tropical SWY during 2018.
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tive (cold) CPT anomalies and negative (dry) SWV
anomalies in the tropical lower stratosphere at the
end of 2018. However, it is worth noting that several
other climate phenomena were in play at the end of
2018 and may have also contributed to the CPT and
SWYV anomalies, for example, wave forcing in the
NH midlatitudes, as well as enhanced convection
west of the antimeridian associated with the MJO
(see Section 4¢). Enhanced wave forcing would drive
enhanced upwelling, and ultimately colder tempera-
tures in the tropics. Enhanced convection can be as-
sociated with enhanced upwelling or changes in the
radiative balance at the tropopause, also producing
colder temperatures.

Finally, relatively small changes in SWV anomalies
were observed over the midlatitude balloon sound-
ing stations (Figs. 2.56a,b,e) during 2018. These sites
can be impacted by quasi-isentropic transport from
the tropics. Indeed, the wet tropical anomalies from
2017 reached all three extratropical sites during 2018
(Fig. 2.55b). However, the dry tropical anomalies that
appeared in late 2018 had not yet arrived at these sites
by the end of the year. This is not unexpected, as an
examination of Fig. 2.55b shows that it takes 4-6
months for the wet and dry QBO-related anomalies
to reach high latitudes.

6) TrRoPOSPHERIC 0ZONE—]. R. Ziemke and 0. R. Cooper

Tropospheric ozone is both a surface pollutant and
a greenhouse gas, contributing to global warming and
atmospheric radiative forcing, and it is also the main
source of the global hydroxyl radical (OH), which is
the cleanser of tropospheric pollutants. As a green-
house gas, tropospheric ozone has an estimated glob-

Fic. 2.57. Global stratospheric water vapor anomalies
(ppm) centered on 82 hPain (a) Oct 2018, (b) Nov 2018,
and (c) Dec 2018 from the Aura MLS.

ally averaged radiative forcing of 0.40 £ 0.20 W m™
(IPCC 2013). Tropospheric ozone originates from

with the strongest dry anomalies over the maritime
continent and the tropical western Pacific (Fig. 2.57c).

What caused the decrease in tropical CPTs at
the end of 2018 that produced the dry conditions in
the lowermost stratosphere? In general, interannual
variations in CPTs can be impacted by interannual
variability in the phases of ENSO and the QBO in
tropical stratospheric winds (Dessler et al. 2014). Dur-
ing 2018, the QBO was in a westerly (warm) phase at
70 hPa from January until June, and then switched to
an easterly (cold) phase from July through the end of
the year (Section 2e3). ENSO was in a weak La Nifa
through March, followed by a neutral phase that de-
veloped into a weak El Nifio by the end of the year.
It is possible that enhanced tropical upwelling due
to the QBO easterly phase contributed to the nega-

§58 | BAIS SEPTEMBER 2019

photochemical reactions involving precursor gases
including biogenic hydrocarbons, methane, lightning
NO;, emissions from combustion of fossil fuels and
biomass burning, and also ozone transported from
the stratosphere (e.g., Monks et al. 2015; Yu. Zhang
et al. 2016; Lin et al. 2017).

This report, as in those dating to 2012 (Cooper and
Ziemke 2013), is based on ground-based measure-
ments and Aura Ozone Monitoring Instrument/Mi-
crowave Limb Sounder (OMI/MLS) satellite measure-
ments (e.g., Ziemke and Cooper 2018, and references
therein). Plate 2.1ab shows broad regions of positive
2018 tropospheric column ozone anomalies (relative
to the 2005-17 average) of up to 1.2 DU (4%) in the
NH midlatitudes, especially over northern India
and the Tibetan Plateau as well as Japan, and smaller
anomalies of ~1 DU or less elsewhere. Hemispheric
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and global average tropospheric ozone burdens
and their 95% confidence levels for 2018 were 160
+ 7 Tg for 0°-60°N; 147 + 7 Tg for 0°-60°S; and 308
+ 7 Tg for 60°N-60°S (Fig. 2.58). Linear trends of the
tropospheric ozone burden in both hemispheres and
for 60°N-60°S from October 2004 through December
2018 indicate statistically significant increases of 0.83
Tgyr' (~0.6% yr') in the SHto 0.94 Tgyr" (0.7% yr™)
in the NH (Fig. 2.58).

The spatial distribution of trends in tropospheric
ozone on a 5° x 5° grid for October 2004-December
2018 are shown in Fig. 2.59. Statistically significant
trends up to ~ +3.2 DU decade™ (+1.1% yr) extend
from India to East/Southeast Asia and farther east-
ward across the North Pacific Ocean. These large
increases are consistent with model simulations based
on strengthening emissions of ozone precursors in
this region (Yu. Zhang et al. 2016; Lin et al. 2017;
Ziemke et al. 2019). Positive trends are also located
over the North Atlantic Ocean, tropical Atlantic/
Africa region, and in the SH extratropics. Lu et al.
(2018a) suggest that tropospheric ozone throughout
the SH extratropics has increased since 1990 due to a
broadening of the Hadley circulation and associated
increases in ozone precursors and influx from the
stratosphere.

Updating global surface ozone measurements on
an annual basis is difficult since most ground sta-
tions do not provide quality-assured final data soon
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FiG. 2.58. Monthly averages of OMI/MLS tropospheric
ozone burdens (Tg) from Oct 2004 through Dec 2018.
The top curve (black) shows 60°N-60°S monthly aver-
ages with 12-month running mean. The bottom two
curves show monthly averages and running means for
the NH (red) and SH (blue). Slopes of linear fits to the
data are presented with their 95% confidence level un-
certainties. All three trends are statistically significant
at the 95% confidence level.
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enough for the timing of this report; however, there
are three NOA A atmospheric baseline observatories
with rapidly updated data at remote locations: 1) the
high-elevation Mauna Loa Observatory (MLO) in
Hawaii (19.5°N, 155.6°W, 3397 m a.s.1.); 2) South Pole
Observatory (SPO), Antarctica (90°S, 59°E, 2840 m
a.s.l.); and 3) Barrow Observatory, Utgiagvik, Alaska
(71.3°N, 156.6°W, 11 m a.s.l.). Continuous ozone
measurements began at MLO in September 1973, at
SPO in January 1975, and at Barrow in March 1973.
Reliable ozone observations based on the Regener
Automatic wet-chemical method are also available
at SPO for the years 1961-63 (Oltmans and Komhyr
1976) and at MLO for 1957-59 (Price and Pales 1963).
These time series, the world’s longest at remote loca-
tions, are reported in Fig. 2.60 as monthly medians,
based on all 24 hours of the day at SPO and Barrow,
but with MLO restricted to nighttime values to focus
on the time of day when local winds are downslope,
ensuring that the observations are representative of
the lower free troposphere.

The limited data at MLO and SPO from the
1950s and 1960s indicate that ozone levels at these
remote high-elevation sites were similar in the mid-
twentieth century despite being located in different
hemispheres. Ozone at SPO has changed little since
the 1960s with no significant trend since continuous
measurements began in 1975 (0.03 + 0.04 ppbv yr™).
In contrast, ozone at MLO has increased significantly
since the 1970s at the rate of 0.14 + 0.05 ppbv yr7,
resulting in an overall increase of 6.3 ppbv since
1973, or 17%. MLO experiences high interannual

FiG. 2.59. Linear trends in OMI/MLS tropospheric col-
umn ozone (DU decade™') on a 5° x 5° grid from Oct
2004 through Dec 2018. Circles denote statistically
significant trends at the 95% confidence level. Trends
were calculated using a multivariate linear regression
model (Ziemke et al. 1997, and references therein) that
included a seasonal cycle fit and the Nifio-3.4 index as
an ENSO proxy; trend uncertainties included autore-
gressive adjustment via Weatherhead et al. (1998).
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Fic. 2.60. Monthly median ozone at Utqiagvik (Barrow), Alaska (Mar 1973-Dec 2018, green), and South Pole
(Jan 1975-Dec 2018, black) using data from all hours of the day. Additional data from South Pole are shown for
the early 1960s. Also shown are nighttime monthly median ozone values at Mauna Loa Observatory (MLO)
calculated with all available data for months with at least 50% data availability, Oct 1973-Dec 2018 (blue), with
early observations from the late 1950s. In addition, the monthly median values associated with dry air masses
(orange) at MLO are included (dewpoint < climatological monthly 40th percentile, and a monthy sample size
> 24 individual hourly nighttime observations). Trends (solid straight lines) are based on least-squares linear
regression fit through the monthly values (1970s-2018), and reported with 95% confidence intervals and

p-values. The MLO and South Pole trend lines are extrapolated back in time to the late 1950s (dashed lines).

ozone variability due to its location in the transition
region between tropical and extratropical air masses.
The ozone trend in the extratropical air masses can
be isolated by focusing on the dry air masses, which
tend to originate at higher altitudes and latitudes
to the west and northwest of MLO, while moist air
masses tend to come from the east at lower latitudes
and altitudes (Harris and Kahl 1990; Oltmans et al.
2006; Gaudel et al. 2018). The trend in the dry air
masses is 50% greater compared to the trend using
all air masses (9.9 ppbv total increase since 1974, or
23%), which implies that the site is influenced by
ozone increases in upwind regions to the west and
northwest, most likely Asia (Lin et al. 2014), where in
situ observations have shown general ozone increases
over the past two decades at the surface (Gaudel et
al. 2018; Lu et al. 2018b) and in the free troposphere
(Cohen et al. 2018; Gaudel et al. 2018).

7) CARBON MONOXIDE—]. Flemming and A. Inness

Carbon monoxide (CO) is emitted into the atmo-
sphere from combustion processes of fossil fuels and
biomass, and it is chemically produced in situ from
formaldehyde as part of the oxidation chains of meth-
ane (CH,), isoprene, and other volatile organic trace
gases. The chemical source is about one-third larger
than the direct emissions of CO at the global scale
according to model simulations (Duncan et al. 2007).
Oxidation of CO with the hydroxyl radical (OH),
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which is the main loss process for CO, impacts the
atmospheric abundance of OH and the atmosphere’s
oxidation capacity. CO is therefore regarded as an
indirect climate forcing agent, because it controls
the lifetimes of greenhouses gases such as CH, and
tropospheric ozone by its impact on OH (Hartmann
et al. 2013).

The global distribution of the anthropogenic and
biomass burning emission sources dominate the
spatial variability of CO. The spatial and temporal
anomalies of the CO burden are often linked to ex-
treme global wildfire emissions (Flemming and In-
ness 2016). Global CO trends are caused by regionally
varying changes in fossil fuel and biomass burning
emissions as well as the variability of the emissions
of the organic precursors.

The global CO burden since the early 2000s has
been recorded by reanalyses of atmospheric com-
position, which assimilate CO satellite retrievals in
chemistry transport modeling systems (Miyazaki et
al. 2015; Flemming at al. 2017; Gaubert et al. 2017;
Inness et al. 2019). Surface CO concentrations are
measured at sites of the Global Atmosphere Watch
(GAW) network using in situ sensors and flask obser-
vations, as well as by air quality networks. The small
number of in situ CO observations available in near-
real time, as well as pronounced spatial variability
of surface CO, limits a timely analysis of the 2018
CO anomalies based on surface observations. As an
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example of one station, see Online Fig. $2.22, which
shows monthly mean CO flask observations at Izafna
Station (Tenerife, 28.3°N, 16.5°W, 2373 m a.s.l.) and
the corresponding values from the CAMS reanalysis.
The graph suggests that the CAMS reanalysis repro-
duces the seasonal variability and trends at this sta-
tion, which is representative of the eastern Atlantic,
relatively well. CAMS produced a new retrospective
analysis of CO, aerosols, and ozone (CAMSRA) from
2003 to the present by assimilating satellite retrievals
of atmospheric composition with the ECMWF model
(Inness et al. 2019). This dataset is an update of the
CAMS interim reanalysis (CAMSIRA; Flemming
et al. 2017), which has been used previously to infer
trends and anomalies of CO for the BAMS State of
the Climate reports since 2013. The main differences
between the two datasets are documented in Table
S2.4 of the online supplement.

Figure 2.61 shows a time series of the global bur-
den of CO from the CAMS reanalysis (CAMSRA)
for the period 2003-18. From 2003 to 2018 the total
CO burden decreased by 1.8 Tg yr™', based on an ap-
proximation with a linear trend. Piecewise trends for
2003-07,2008, and 2009-18 were -3.1, -17.0, and +0.1
Tg yr™', respectively, following Flemming and Inness
(2018). These trend estimates differ from those of the
CAMSIRA over the same period. The CAMS interim
RA shows a stronger reduction of the CO burden over
the whole period of -3 Tg yr' and piecewise trends
of -2.6, -20.0, and -1.3 Tg yr, respectively. The dif-
ferent trends of CAMSRA and CAMSIRA are mainly
caused by the assimilation of an improved MOPITT
CO retrieval product (TIR version 6 vs. version 5;
Deeter et al. 2013, 2014) in CAMSRA in the first half
of the period. The differences highlight the uncertain-
ties in trend estimates from satellite retrieval assimi-
lating reanalysis products. It should be noted that the
small positive trend in the global CO burden for the
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FiG. 2.61. Time series (black solid line for 2003-17, red
for 2017-18) of monthly global CO burdens (Tg) from
the CAMS interim reanalysis and a piecewise linear
trend (dotted line) for the periods 2003-07, 2008, and
2009-18.
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FiG. 2.62. Jul-Sep total column CO anomaly (%) for
2018 with respect to the Jul-Sep 2003-18 median from
the CAMS interim reanalysis.

period 2009-18 of CAMSRA is caused by the globally
increased CO values in the second half of 2015 and
the first half of 2016. The high CO emissions of the
intense peat fires in Indonesia in October 2015 were
the reason for this global CO anomaly (Flemming and
Inness 2016). Without this increase in fire activity,
the CAMSRA data would also indicate a continuous
decreasing global CO burden after 2009.

No strong spatial anomalies of the annual CO
burden occurred in 2018 (Plate 2.1ac). Widespread
negative anomalies up to —10% were present in the
NH as a manifestation of the general negative trend
in the CO burden in this region. Localized positive
anomalies were caused by strong fires in April, May,
and July in Yakutia (southern Siberia) and in August
in British Columbia (western Canada). The impact
of the wildfires was strongest in summer (Fig. 2.62)
when positive anomalies reached 20% or higher.
The positive annual anomalies over tropical and
southern Africa were caused by an earlier onset of the
fire activity in this region in January and February
against the background of an increasing trend in that
region. Positive CO anomalies over India occurred
throughout the year and are a sign of the increasing
anthropogenic emissions in that region.

h. Land surface properties

I) LAND SURFACE ALBEDO DYNAMICs—B. Pinty and

N. Gobron

Mid- and high-latitude regions of the NH are
characterized by both positive (blue) and negative (or-
ange) albedo anomalies (Plates 2.1 ad, ae), mainlyasa
consequence of interannual variations in snow cover
(Section 2¢2), amount, and duration in winter, spring,
and autumn. The positive anomalies, especially in the
visible range (Plate 2.1ad), over the northern United
States and the High Plains Canadian southwest,
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central, and eastern regions; and across southern
areas of eastern Europe north of the Black Sea are
probably associated with above-average snow cover
and extent in spring and autumn with the occurrence
of significant snow events in these regions (Section
2¢2). The most pronounced negative anomalies reach-
ing (or locally exceeding) —30%, in the visible and
about —10% in the near-infrared domain (see Plate
2.1ae) occurred over northeastern Europe, Turkey,
and northeastern Iran, across the eastern and western
United States, northwestern Canada, Mexico, eastern
Mongolia, and northern China.

A few snow-free regions show positive anomalies,
especially in the visible domain, in northeastern
Brazil, eastern Australia, and some West African
countries including Nigeria, along with other local-
ized spots on the African continent and Madagascar.
These are generally associated with less favorable
vegetation-growing conditions (Section 2h2) due to
adverse temperature conditions and below-normal
precipitation, for example, over eastern Australia
(see Section 7h4).
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2.63. Zonally averaged surface albedo anomalies

(%; 2003-10 base period) in (a) visible and (b) near-
infrared broadband.
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Negative anomalies are particularly noticeable
in the visible range over southern China, central
Argentina (e.g., around the Rio Negro province), and
southwestern Australia. The occurrence of negative
anomalies in the visible domain correlated with posi-
tive anomalies in the near-infrared domain—as is the
case over south China—are probably attributable to
vegetation dynamics over such regions.

The amplitude of these positive and negative
anomalies is variable and often changes with seasons.
This spatio-temporal variability at a regional scale is
related to above-average temperatures and extreme
precipitation and drought events occurring across
the world.

The zonally-averaged albedo anomalies in the vis-
ible and near-infrared broadband spectral domains,
displayed in Figs. 2.63a,b respectively, indicate large
interannual variations related to the occurrence of
snow events in winter and spring at mid- and high
northern latitudes as well as to vegetation conditions
during spring and summer. Negative anomalies are
noticeable around 30°-40°S, featuring a deviation
from average conditions mainly over Argentina and
Australia. Consistent negative anomalies in the visible
domain are discernible across midlatitude regions
in the NH.

The amplitude of the globally averaged normal-
ized anomalies resulting from a 12-month running
mean (Figs. 2.64a,b) is within £5% (3%) in the visible
(near-infrared) domain. The year 2018 is character-
ized by a trend of negative anomalies toward average
conditions in the visible domain and a trend to posi-
tive anomalies in the near-infrared domain that are
driven by the dominant contributions from the NH

5 T T
) Visite

Fic. 2.64. Global and bi-hemispherical averaged surface
albedo (%; 2003-10 base period) in (a) visible and (b)

near-infrared broadband.
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regions. These figures also indicate the presence of
spectrally correlated multi-annual variations during
the 2003-18 period.

The land surface albedo represents the fraction of
solar radiation scattered backward by land surfaces.
In the presence of vegetation, surface albedo results
from complex nonlinear radiation transfer processes
determining the amount of radiation that is scattered
by the vegetation and its background, transmitted
through the vegetation layer, or absorbed by the veg-
etation layer and its background (Pinty 2012; Pinty
etal. 2011). The normalized anomalies in visible and
near-infrared surface albedo for 2018 are calculated
for a 2003-10 base period [for which two MODIS
sensors are available (Schaaf et al. 2002; Schaaf and
Wang 2015)]. Note that MODIS Collection 6 al-
bedo products are used. Positive (blue) and negative
(brown) anomalies are mainly a consequence of in-
terannual variations in snow cover and amount, and
duration in winter and spring seasons (https://climate
.copernicus.eu/). The MODIS broadband shortwave
White Sky Albedo (WSA) Collection 6 compares well
with representative ground-based albedos over a va-
riety of land types with on average RMSEs of <0.0318
and biases within +0.0076 (Z. Wang et. al. 2018).

2) TERRESTRIAL VEGETATION DYNAMICS—N. Gobron

Fraction of absorbed photosynthetically active ra-
diation (FAPAR) anomalies exhibited significant re-
gional differences in vegetation conditions worldwide
in 2018 (Plate 2.1af). The greatest negative anomalies
(brown: not favorable for vegetation) were observed in
eastern regions of both Australia and Brazil. A num-
ber of comparatively weaker local negative anomalies
were present across the globe, including southern
Madagascar, central Argentina, central France, south
central Asia, and India. The greatest positive anomaly
(blue) was observed in eastern China, similar to 2017,
and in Turkey. To a lesser extent, Mexico, the U.S.
Upper Midwest, and southern Paraguay also had
positive deviations.

The strong negative anomalies observed in eastern
Brazil stem mainly from repetitive and persistent
droughts observed at the beginning of the year and
during the austral winter months (see Section 7d2).
In Australia, the negative anomalies are due to vari-
ous weather events, including heat waves in January
and an annual rainfall deficit in New South Wales
(see Section 7h3).

Seasonal rainfall deficits associated with high
temperatures can have a significant negative local
impact on terrestrial activities during the growing
season that affect the annual anomaly, such as in
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central France during summer (see Section 7{2). Some
regions in India faced a mild to severe drought due
to the weakened monsoon season (see Section 7g4).

Terrestrial photosynthesis was enhanced over east-
ern China as above-average temperatures in spring
combined with heavy precipitation favored vegetation
growth in 2018, similar to 2017 (Gobron 2018). Veg-
etation conditions improved in Turkey, possibly due
to high temperatures during the first half of the year
and above-normal precipitation. Plant activity in the
U.S. Upper Midwest was above normal, particularly
in summer, as surface moisture was above normal as
well (Section 2d8).

Figure 2.65 displays the longitudinal average
anomalies from 1998 to 2018 compared to the 1998-
2010 base period. Strong seasonal deviations include
mainly positive anomalies north of 20°N after 2014.
Negative anomalies from 2002-14, except in 2010-12,
affected the SH. Contrasting with positive anomalies
around 30°S from 2014-17, anomalies were once again
negative in 2018.

Figure 2.66, which shows the global and bi-
hemispherical anomalies, reveals more oscillations
between seasons in the SH with its smaller land area
compared to the NH. The NH has had fewer nega-
tive events than the SH, and its vegetation activity
has increased since 2010 until last year. The SH data
analysis reveals two positive extreme peaks in 2000
and 2017, while the extreme minima events occurred
during 2008-09. Overall, there has been an increase
in positive values since 2011 following the decline
from positive anomalies to negative values between
2002 and 2009. Global 2018 anomalies were smaller
compared to 2017 but still positive.

Satellite measurements are essential for monitor-
ing terrestrial plant activity at the global scale. These
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Fic. 2.66. Global, NH, and SH FAPAR anomalies from
1998-2018, plotted in black, blue, and red, respectively.
Dotted lines denote each monthly period; solid lines
indicate the 6-month running averaged mean.

measurements are used to retrieve the FAPAR, an es-
sential climate variable [as defined by GCOS (2016)].
The 2018 analysis merged 21 years of global FAPAR
products based on three passive optical satellite sen-
sors from 1998 to 2018 (Gobron et al. 2010; Pinty et al.
2011; Gobron and Robustelli 2013; the base period is
1998-2010). Comparisons between each dataset and
with several proxy values using ground-based mea-
surements provide an estimate of uncertainties and
bias. Taking into account biases between the different
sensors products, this long-term global dataset has
an estimated average uncertainty close to 5%-10%.

3) BioMass BURNING—]. W. Kaiser and G. R. van der Werf

Biomass burning is one of the largest sources of
atmospheric aerosols and trace gases globally, espe-
cially in the tropics where most fires occur (Fig. 2.67).
Biomass burning is, like most disturbances, highly
variable in time and space and has varied greatly over
geologic time scales (Bowman et al. 2009). Today,
fire incidence is, in large part, controlled by humans,
both amplifying and lowering natural fire rates due
to fighting fires, controlling fuel loadings, and using
fire as a land management tool.

The combined use of the Global Fire Assimilation
System (GFAS; Kaiser et al. 2012, 2017) and the Global
Fire Emissions Database (GFED4s; van der Werf et
al. 2017) indicates that 2018 had the lowest global
emissions since the time series began in 1997. Total
emissions are estimated to be 1.6 Pg C, 18% below the
2003-17 GFAS average (Table 2.9). Given that GFED
includes a number of high fire years such as 1997-98,
the difference from the 1997-2016 average was even
larger (about 26%), although the two datasets are
not fully compatible. The second lowest emissions
occurred in 2017.
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Rt

Fic. 2.67. Global map of fire activity in 2018 in terms
of carbon consumption (g C m~2 yr™'). (Source:
GFASvl .4.)

Fires were in the news regularly in 2018, including
in California, Portugal, Greece, and Sweden. While
those fires were devastating for people and property,
they are a relatively minor contribution to the global
amount of burned area of about 500 million ha. How-
ever, large-scale fires in California contributed to
North America being one of two regions (the other,
Australia) where fire emissions were higher than
normal (Fig. 2.68).

Overall, the low 2018 fire year confirms the
long-term downward trend in fire emissions driven
primarily by the conversion of frequently burning
savannas to agricultural areas in sub-Saharan Africa
(Andela et al. 2017); northern hemispheric Africa and
South America each experienced their lowest annual
fire activities, according to GFAS data. In past years,
drought conditions in boreal regions or in tropical
forests (e.g., the 2015 El Nifo-induced drought in
Indonesia) temporarily elevated emissions to or over
background levels. However, this was not the case in
2018 when, except for North America and Australia,
all major biomass burning regions had anomalously
low emissions.
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FiG. 2.68. Time series of fire activity during 1997-2018
in terms of carbon consumption [Tg (C)month'] for
North America.
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TaBLE 2.9. Annual continental-scale biomass burning budgets in terms of carbon emission
(Tg C yr') from GFASvI.4.
Time Period 2003-17 2018
Quantity in Tg C yr™' M?;::gtl)ue Value Am(:;:;aly
Global (I68I39—5;272) 1603 i ?85;)
North America Ii?)::;f;’\\/lv (568_6| 13) 93 +8 (+9%)
Central America |;)c:°_—330(;‘[\jw (65§‘I‘22) 76 =7 (—9%)
South America I7%°°_—63%1§N (|931373) 176 (—_‘:;"ZA)
Europe and Mediterranean 338;;7_5;0,\,3'5 (I93—462) 26 =7 (-22%)
NH Africa 3::;3?;()NOE (35321153) 331 =70 (-17%)
SH Africa 3 0?,;_\/3_5;30{5 @ 4:228) 445 —38 (—-8%)
Northern Asia A g?gj;‘;f‘w (99'_843I 8) 176 ~7 (—4%)
Southeast Asia 6'0?,;__3|(;;':'E @ ! |95 0) 79 —40 (-34%)
Tropical Asia L%ooljl_;é):: (235?25) 67 —-67 (-50%)
Australia 6 OIO%O__IS7%°°S\N ( 47!22 19) 133 +21 (+19%)

Fires are readily observed from space, either as
burned area comparing surface reflectances mostly
in the near-infrared before and after a fire, or directly
when a fire burns during satellite overpass, the so-
called “active fire observations.” Both approaches
were used for this analysis; GFED4s ingests burned
area in a biogeochemical model and estimates
emissions for the 1997-2016 period while GFAS em-
ploys satellite observations of the thermal radiation
released by active fires to provide emissions from
2003 to near real time. GFAS has been calibrated
against GFED but provides independent spatial and
temporal variability.

STATE OF THE CLIMATE IN 2018

4) PHENOLOGY OF PRIMARY PRODUCERS—
D. L. Hemming, J. Garforth, T. Park, A. D. Richardson, T. Rutishauser,
T. H. Sparks, S. ). Thackeray, and R. Myneni

Following the sidebar on phenology in the State of
the Climate in 2017 report (Hemming et al. 2018), this
is a new section dedicated to phenology, the study of
relationships between climate and recurring events
in nature (Demarée and Rutishauser 2011). In this
section, NH spring growth of primary producers
(terrestrial vegetation and lake plankton) is compared
using records from satellite remote sensing and site-
level monitoring.

During 2018, the MODIS-derived normalized
difference vegetation index (NDVI; Park et al. 2016)
revealed both earlier and later onset (up to 30 days) of
start of season (SOS, the day when the NDVI value
is greater than 0.1 and has increased by 25% of the
growing season amplitude) across the NH (>30°N),
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relative to the 2000-10 baseline. The continental
mean SOS during the baseline was 140 (20 May)
for North America and 135 (15 May) for Eurasia,
whereas, in 2018, mean SOS was 1.9 days later and
2.0 days earlier across North America and Eurasia,
respectively. These SOS differences correlate with
the mean spring (March-May) temperature (NASA
MERRA-2; Gelaro et al. 2017) anomaly (NA: r =
0.81, EA: r = 0.60), which was 0.8°C cooler in North
America and 0.1°C warmer in Eurasia, compared to
the baseline.

Regionally, earlier SOS occurred across northwest
North America, Scandinavia, and northeastern Eur-
asia, and later SOS occurred across Alaska; central
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Fic. 2.69. Time series (and linear trend line) of
area-mean anomalies (relative to 2000-10 baseline)
in MODIS NDVI-based vegetation growing season
onset (SOS, days, green) and spring (Mar-May) tem-
perature (°C, magenta) for (a) Eurasia and (b) North
America. Note temperature scale reversal. (c) Spatial
pattern of SOS anomalies (days) in 2018 with respect
to the baseline. Highlighted points and box identify
the location of sites shown in Fig. 2.70 and discussed in
the text [in United States from west to east: Barrow
(Utqgiagvik); (Alaska), Ozarks (Missouri), Turkey Point
(Maryland), and in the United Kingdom, Windermere
Lake and UK mean].
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and northeastern North America; and western, cen-
tral, southern and northeastern Eurasia (Fig. 2.69).
A significant advancement in SOS over the last 19
years was noted in Eurasia (Eurasia: —1.5 £ 0.59 days
per decade, p = 0.019; North America: —0.64 + 0.41
days per decade, p = 0.134). These phenology changes
are broadly consistent with surface air temperature
variations noted in Sections 2bl and 2b3.

A “vegetation greenness index” (Sonnentag et al.
2012), calculated from PhenoCam images, gener-
ally aligns well with the spatial and temporal pat-
terns of phenology derived from satellite products
(Richardson 2018; Richardson et al. 2018; Zhang
etal. 2018).During 2008-18, camera-derived start-of-
spring transition dates for Harvard Forest, a decidu-
ous forest in Massachusetts, United States, correlate
well with the MODIS SOS estimates described above
(r=0.82, n =11 years). Because few PhenoCams were
deployed before 2010, it is not possible to reference
the 2018 SOS against a 2000-10 baseline. However,
relative to 2017, MODIS data indicate that the 2018
SOS was delayed for 75% of the land area in North
America above 30°N; this finding is supported by
PhenoCam observations for three sites spanning a
wide geographic range, which also provide visual
context for the phenological anomalies (Figs. 2.70c—e).

Among other events, Nature’s Calendar registers
“budburst,” when leaf buds of Pedunculate Oak
(Quercus robur) first burst and reveal their leaf color.
During 2018, the United Kingdom (UK) mean bud-
burst (based on 270 observations) for this species was
on day 110 (20 April), 3 days later than mean budburst
during the 2000-10 baseline (Fig. 2.70b). This is con-
sistent with a slightly later MODIS-derived SOS for
the UK in 2018 and with a 1°C colder January-March
Central England Temperature (CET) in 2018.

Biweekly data on lake water concentrations of the
photosynthetic pigment chlorophyll-a were used to
derive the timing of the spring phytoplankton peak,
in both the North and South Basins of Windermere
(Fig. 2.70a). During the 2000-10 baseline, the mean
day of year of spring bloom was 122 (2 May) in the
North Basin and 112 (22 April) in the South Basin,
compared with day 128 (8 May) in both basins in
2018; a delay in spring bloom of approximately 6 and
16 days, respectively, relative to the baseline. This
later SOS in 2018 concurs with the Nature’s Calendar
observations of both the budburst of Q. robur and
mean large-scale MODIS SOS indicator for the UK.

Satellite remote sensing provides large-scale and
reasonably long-term records of land-surface phenol-
ogy by tracking the seasonal trajectory of vegetation
greenness. Radiance measures from MODIS on the
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FiG. 2.70. Time series of day of year of (a) spring phytoplankton peak in the North and South Basins
of Lake Windermere, UK, and (b) UK mean budburst of Pedunculate Oak (Quercus robur) monitored
by Nature’s Calendar. Spring trajectory for 2017 (earlier) and 2018 (later) vegetation greenness index
derived from PhenoCam imagery at three sites across North America: (c) Turkey Point (upper), (d)
Ozarks (middle), (e) Barrow (lower). PhenoCam photographs show visually obvious differences in the
state of each ecosystem on the same day of year (Barrow = 27 Jun, Ozarks = 30 Apr, Turkey Point = 18
Apr) in 2017 (middle column) and 2018 (right column).

NASA Terra and Aqua platform were used to retrieve
the hemispheric spring green-up. This retrieval can
capture 73% of 140 flux tower measured spring onset
variations (MD =+ 1 std. dev., 4.1 + 9.3 days; Park et al.
2016). These are complemented by individual site re-
cords, which provide a unique, ground-level perspec-
tive on phenology at the organism-to-ecosystem level.
Spring phenology indicators from a range of surface
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sites in the North American PhenoCam network, the
UK Nature’s Calendar network, and the North and
South Basins of Windermere, UK were also studied.

In North America, sites are selected from the
PhenoCam network, which uses digital camera
imagery to track vegetation phenology at fine spa-
tial and temporal resolution (Richardson 2018). In
the UK, the observations shown are from Nature’s
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Calendar, a UK-wide Citizen Science scheme to
record phenology, coordinated by the Woodland
Trust since 2000, and in situ monitoring of England’s
largest lake, Windermere, which has been conducted
since the 1940s by the Centre for Ecology and Hydrol-
ogy, its predecessor organizations, and the Freshwater
Biological Association.
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3. GLOBAL OCEANS
a. Overview—R. Lumpkin

The global oceans impact weather events and
are the memory of the climate system at time scales
from subseasonal to millennial. They absorb vast
amounts of heat, carbon dioxide, and other proper-
ties from the atmosphere, store them throughout
the water column, transport them via a network of
interconnected surface and subsurface currents, and
ultimately return them to the atmosphere or sequester
them in sediments.

Focusing on 2018, this chapter describes the
evolution of sea surface temperature (SST), ocean
heat content, salinity, air-sea fluxes, sea level, sur-
face currents, phytoplankton, and ocean inorganic
carbon. As we are reminded in Section 3i, the ocean
is responding to an atmosphere with higher carbon
dioxide levels than at any time in the last 800 000
years. Globally averaged sea level reached a record
high in 2018 —for the seventh consecutive year (Sec-
tion 3f). Globally averaged SST cooled slightly since
the record El Nifio year of 2016 but is still far above
the climatological mean (Section 3b). Meanwhile,
the deeper ocean continues to warm year after year
(Section 3c¢). In the Atlantic Ocean, SST and heat con-
tent anomaly patterns show the characteristic cold-
warm-cold tripole fingerprint expected of a slowing
meridional overturning circulation (MOC; Caesar et
al. 2018). Cooling in the subpolar North Atlantic was
driven by turbulent heat fluxes from increased winds
(Section 3e). Climatologically, this cooling is balanced
by northward advection of warm water in the MOC,
but this advection has decreased (Smeed et al. 2018)
as the MOC responds to a warmer high-latitude at-
mosphere and an increase in surface buoyancy due
to ice melt (Sevellac et al. 2017). As anticipated in
a warming climate, the hydrological cycle over the
ocean is accelerating (Rhein et al. 2013): dry regions
are becoming drier and wet regions rainier (Section
3e). These changes are reflected in sea surface salinity
anomaly patterns (Section 3d). Meanwhile, the upper
600 m of the western Atlantic have steadily become
saltier from 2005 to 2018; 2018 is the first year with all
monthly salinity anomalies in the upper 1500 m of the
Atlantic saltier than the long-term mean (Section 3d).
In contrast, the eastern North Atlantic is becoming
fresher. Year-to-year changes in rainfall and salinity
are also seen, including the 2018 drought and high
salinity anomalies over the Maritime Continent
(Sections 3d,e). Due to anomalously shallow mixed
layers exposing phytoplankton to prolonged sunlight,
and possibly lower nutrient input due to increased
stratification, concentrations of chlorophyll-a were
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suppressed by 10%-30% in warm SST regions of the
tropical Pacific, western North Pacific, and subtropi-
cal North Atlantic (Section 3h).

Our understanding of the climate system has
advanced, and there is more to learn about what was
observed in 2018. New estimates of ocean uptake of
anthropogenic CO, are increased by ~20% by better
accounting for riverine input (Section 3i). A dramatic
new global map of changes in the concentration of an-
thropogenic CO, from the 1980s to the 1990s depicts
the global MOC pathways sequestering this CO, into
the abyssal and deep oceans (Section 3i; Gruber et al.
2019). The GRACE Follow-On satellite mission began
data collection in May 2018 and will help determine
how much of the sea level rise in 2017-18 was due to
ice melt (versus thermal expansion; Section 3f).

Unfortunately, this State of the Climate report was not
able to include a section on changes in the Atlantic Me-
ridional Overturning Circulation (AMOC). However,
significant recent progress in understanding variations
of the AMOC has been made. During 2004-17, the
AMOC at 26°N shifted to a reduced state in approxi-
mately 2008 (Smeed et al. 2018). The first results from
the Overturning in the Subpolar North Atlantic Pro-
gram (OSNAP) demonstrate that Labrador Sea Water
formation changes may not significantly impact overall
year-to-year AMOC variability (Lozier et al. 2019). In
fact, at interannual time scales, AMOC variability in
the South Atlantic at 34.5°S has significant variations in
both the eastern and western boundaries, in contrast to
the primarily western boundary-associated variability
at 26°N (Meinen et al. 2018), highlighting the role of
the South Atlantic in modifying water masses carried
by the AMOC. Furthermore, new AMOC observing
arrays are now in place at both 11°S and 47°N and are
expected to produce results soon (Hummels et al. 2015;
Roessler et al. 2015; Frajka-Williams et al. 2019). As such,
an invigorated AMOC section should be available in
the 2019 report.

Finally, chapter sidebars highlight the Sargassum
inundations that have plagued Caribbean beaches
since 2011 (Sidebar 3.1) and the destructive red tide
blooms off the Florida coasts in 2017-19 (Sidebar
3.2), both of which have caused enormous economic
damage. The year 2018 set a new record for areal
coverage of tropical Atlantic Sargassum, raising the
question, “Does this reflect a climate-change driven
regime shift in the ecology of these macroalgae?”
The red tide caused significant decreases in fishery
yields and tourism revenues in 2018, demonstrating
the urgent need to better understand the relevant
mechanisms, predict future blooms, and provide
mitigation strategies.
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b. Sea surface temperatures—B. Huang, |. Kennedy, Y. Xue,
and H.-M. Ihang

Global SST in 2018 is assessed using the Extended
Reconstruction Sea-Surface Temperature version
5 (ERSSTv5; Huang et al. 2017); Daily Optimum
Interpolation SST (DOISST; Reynolds et al. 2007);
and U.K. Met Office Hadley Centre SST version
3 (HadSST.3.1.1.0; Kennedy et al. 2011a, 2011b).
ERSSTv5 is a monthly 2° x 2° SST product from
1854 to present based on in situ observations only.
The DOISST is a daily 0.25° x 0.25° SST product
for the modern satellite era from September 1981 to
present using both in situ and satellite observations.
The HadSST.3.1.1.0 is a monthly 5° x 5° SST product
from 1850 to present using in situ observations only.
SST anomalies (SSTAs) are calculated relative to their
own climatologies over 1981-2000.

Averaged over the global oceans, ERSSTv5 analysis
shows that SSTAs continued to decrease from the
record El Nifio year maximum of 0.44° + 0.05°C in
2016 to 0.38° + 0.05°C in 2017 and 0.33° £+ 0.05°C in
2018. Uncertainty ranges indicate the 95% confidence
level estimated from a 1000-member ensemble based
on ERSSTv4 (Huang et al. 2016). Later in this section,
ERSSTv5 results are compared to those from DOISST
and HadSST3.1.1.0.

Figure 3.1a shows annually averaged SSTA in 2018.
In the Pacific Ocean, SSTA was +0.5°C to +1.0°C in
the northwestern North Pacific and near the Bering
Strait, about +0.5°C in the eastern North Pacific
extending from the U.S.-Mexico coasts toward the
western tropical Pacific, and about +0.5°C in the
midlatitude South Pacific between 30°S and 60°S.
SSTA was about —0.2°C in the southeastern tropical
Pacific between 150°W and 70°W and —0.5°C in the
South Pacific near 60°S. In the Atlantic, SSTA was
+0.5° to +1.5°C in the western North Atlantic between
25°N and 45°N, +1.0° to +1.5°C in the northern North
Atlantic stretching toward the Arctic, and about
+0.5°C in the midlatitude South Atlantic near 45°S.
SSTA was about —0.5°C south of Greenland near 50°N
and west of Africa near 15°N. In the Indian Ocean,
SSTA was small.

In comparison with SST in 2017, SST in 2018
was —0.2°C to —0.5°C cooler over most of the
global oceans (Fig. 3.1b). However, SST increased by
0.5°-1.0°C in the northern North Pacific, by about
0.2°C in the central equatorial Pacific and the South
Pacific between 20°S and 60°S, and by about 0.5°C in
the western North Atlantic near 40°N and the South
Atlantic between 30°S and 60°S.

The cooling of —0.2°C to —0.5°C in the southeast-
ern tropical Pacific in 2018 (Fig. 3.1b) was associated
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Fic. 3.1. () Annually averaged SSTA of ERSSTVS in
2018, and (b) difference of annually averaged SSTAs
between 2018 and 2017. SSTAs (°C) are relative to
1981-2010 climatology.

with the weak La Nifna of 2017-18. Tropical Pacific
SSTAs in December-January-February (DJF) and
March-April-May (MAM) of 2018 (Figs. 3.2a,b)
were —0.5°C to —1.0°C, about 1 standard deviation
(0) colder than the average of 1981-2010. The warm-
ing 0of 0.2°C in the western-central tropical Pacific in
2018 (Fig. 3.1b) resulted from the emerging El Nifio
of 2018-19 (see Section 4b). Western-central tropical
Pacific SSTAs in June-July-August (JJA) and Septem-
ber-October-November (SON) of 2018 (Figs. 3.2¢,d)
were +0.5°C to +1.0°C, which were 10 to 20 warmer
than average.

Warming in the northern North Pacific (Fig. 3.1b)
was associated with a higher SSTA that developed
throughout 2018 and intensified with time, and was
1o to 20 warmer than average (Fig. 3.2). The higher
SSTA resulted in a weak negative Pacific Decadal
Oscillation (PDO; Mantua and Hare 2002) index
throughout 2018. In the South Pacific (Fig. 3.2), an
SSTA of +0.5°C to +1.0°C (10 —20 warmer than aver-
age) was sustained southeast of Australia along 45°S
throughout 2018, while an SSTA of -1.0°C (1o colder
than average) was sustained near 60°S between 60°W
and 170°W.
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Fic. 3.2. Seasonal averaged SSTAs of ERSSTv5 (°C; shading) for (a)
Dec 2017 to Feb 2018, (b) Mar to May 2018, (c) Jun to Aug 2018, and
(d) Sep to Nov 2018. The normalized seasonal mean SSTA based on
the seasonal mean std. dev. over 1981-2010 are indicated by contours
of =1 (dashed white), | (solid black), and 2 (solid white).

Overall, warming trends of SSTs
since the 1950s or 1880s over the
global oceans can be identified (Figs.
3.3a,b), although the global average
SST has cooled since 2016. The linear
trends of globally annually averaged
SSTs were 0.10° £ 0.01°C decade™ over
1950-2018 (Table 3.1). The warming
appears largest in the tropical Indian
Ocean (Fig. 3.3g) and smallest in the
North Pacific (Fig. 3.3d). The uncer-
tainty of the trends represents the 95%
confidence level of the linear fitting.

In addition to the long-term SST
trend, interannual variations of SS-
TAs can be seen in all ocean basins,
although the amplitude of variations
was smaller in the Southern Ocean.
The variations associated with the
Atlantic Multidecadal Oscillation
(AMO; Wanner et al. 2001) can be
identified with a warm period over
the 1990s-2010s and a cold period

In the North Atlantic, SSTAs in 2018 were +1°C
to +1.5°C (20 warmer than average) in the western
basin between 25° and 45°N and in the Nordic Seas
(Fig. 3.2). In contrast, SSTAs in 2018 were —0.5°C to
-1.0°C (1o colder than average) south of Greenland
in MAM, JJA, and SON (Figs. 3.2b,c,d). This SSTA
pattern of warm-cold-warm has been sustained
since 2014, which may be associated with variations
of the Atlantic Meridional Overturning Circulation
(AMOG; Sevellec et al. 2017; Caesar et al. 2018). In the
midlatitude South Atlantic along about 45°S, SSTAs
in 2018 were +1.0°C in DJF (Fig. 3.2a), and MAM (Fig.
3.2b) and +0.5°Cin JJA (Fig. 3.2c) and SON (Fig. 3.2d).
These SSTAs were about 10 to 20 above average. In the
tropical Atlantic, SSTAs in 2018 were about +0.5°C
(16 -20) in DJF (Fig. 3.2a), disappeared in MAM (Fig.
3.2b), and reemerged in JJA and SON (Figs. 3.2¢,d).

In the tropical Indian Ocean, SSTAs in 2018 were
weak in DJF, MAM, and JJA (Figs. 3.2a,b,c). A pat-
tern similar to the Indian Ocean Dipole (I0D; Saji et
al. 1999) can be identified in SON (Fig. 3.2d). In the
southern Indian Ocean between 20° and 60°S, SSTAs
in 2018 were about —0.5°C (1o colder than average)
near 30°E and +1.0°C near 75°E in DJF (Fig. 3.2a),
and about +0.5°C (1o warmer than average) between
60°E and 90°E in MAM, JJA, and SON (Figs. 3.2b,c,d).
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over the 1950s-80s (Fig. 3.3f). Simi-

larly, SSTA in the North Pacific (Fig.
3.3d) decreased from the 1950s to the later 1980s and
increased from the later 1980s to the 2010s.

SSTAs in ERSSTv5 were compared with those
in DOISST and HadSST3.1.1.0. All datasets were
averaged to monthly 2° x 2° grid for a comparison
purpose. Comparisons (Fig. 3.3) indicate that the
SSTA departures of DOISST and HadSST.3.1.1.0 from
ERSSTv5 are largely within 20 (gray shading in Fig.
3.3). The 20 envelope was derived from a 1000-mem-
ber ensemble analysis based on ERSSTv4 (Huang et
al. 2016), and +20 and —20 uncertainties are shaded
above and below the SSTAs of ERSSTv5. However,
SSTAs were slightly higher in the 1950s-70s and the
1920s-30s in HadSST.3.1.1.0 than in ERSSTv5. Simi-
larly, SSTAs were slightly higher in the 2000s-2010s
in HadSST.3.1.1.0 and DOISST than in ERSSTv5,
particularly in the Southern Ocean. Previous stud-
ies (Huang et al. 2015; Kent et al. 2017) showed that
these SSTA differences were mostly attributed to the
differences in bias corrections to ship observations
in those products. These SST differences resulted in
a slightly weaker SSTA trend in HadSST.3.1.1.0 over
both 1950-2018 and 2000-18 (Table 3.1). In contrast,
SST trends were similar to in DOISST over 2000-18.
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Product Region 2000-18 1950-2018
HadSST.3.1.1.0 Global 0.131 £ 0.069 0.084 + 0.016
DOISST Global 0.162 + 0.062 N/A
ERSSTv5 Global 0.164 £+ 0.085 0.100 = 0.013
ERSSTv5 Tropical Pacific (30°S—30°N) 0.182 + 0.20I 0.100 + 0.028
ERSSTv5 North Pacific (30°-60°N) 0.297 £ 0.141 0.068 + 0.038
ERSSTV5 Tropical Indian Ocean (30°S—30°N) 0.197 £ 0.110 0.140 £ 0.019
ERSSTv5 North Atlantic (30°-60°N) 0.118 £ 0.107 0.105 £ 0.049
ERSSTV5 Tropical Atlantic (30°S—30°N) 0.127 £ 0.110 0.108 £ 0.021
ERSSTv5 Southern Ocean (30°-60°S) 0.127 £+ 0.068 0.099 + 0.016
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SIDEBAR 3.1: UNPRECEDENTED SARGASSUM BLOOMS IN THE

TROPICAL ATLANTIC—C. HU AND M. WANG

Starting in 2011, large amounts of pelagic Sargas-
sum washed onto the beaches of many Caribbean
islands almost every summer (Gower et al. 2013;
Wang and Hu 2017). While these brown macroal-
gae, comprised primarily of S. natans and S. fluitans,
provide important habitat to many marine animals
such as fish, shrimp, crabs, and turtles (Rooker et
al. 2006; Witherington et al. 2012; Lapointe et al.
2014; Doyle and Franks 2015) and thus can influ-
ence various trophic levels and the ocean’s biogeo-
chemistry (Parr 1939; Culliney 1970; Carpenter and
Cox 1974; Phlips and Zeman 1990; Lapointe 1995;
Turner and Rooker 2006; Zepp et al. 2008), exces-
sive Sargassum on beaches represents a nuisance
and a health hazard as well as a burden to local man-
agement, tourism, and economy. Numerous local
and international news media have reported how
local governmental agencies and environmental
groups in the Caribbean reacted to the increased
Sargassum beaching events (Franks et al. 2011; Higgins 201 1;
Kirkpatrick 2015; Schell et al. 2015; Stasi 2015). In 2015, Mexico
called its Navy to take action (Partlow and Martinez 2015). In
2018, Barbados declared a national emergency due to excessive
Sargassum inundation (Rawlins-Bentham 2018).

Given these unprecedented Sargassum amounts found in
the Caribbean after 2011, many questions remain unanswered.
For example, what caused the recent blooms? Where do they
originate!? Are we entering a regime shift where recurring
blooms become a new norm as a result of climate change?

Satellite images show that the Caribbean Sargassum origi-
nated from the central Atlantic (Gower et al. 2013; Wang and
Hu 2016, 2017). A region off the Amazon River mouth was
speculated to be the source region (Gower et al. 2013), while
more recent studies indicate the entire central Atlantic, ex-
tending from west Africa to the Lesser Antilles islands, could
provide initial seeds (Franks et al. 2016; Wang 2018). Figure
SB3.1 shows the Sargassum density distributions in the Tropi-
cal Atlantic including the central Atlantic, Caribbean Sea, and
Gulf of Mexico. Unpublished data even show the eastward
extension of the coverage to at least 10°W. In this example,
the Sargassum is estimated to cover an area of >4000 km? if
aggregated together. Using a conversion factor determined
from field measurements (VWang et al. 2018), the total Sargas-
sum wet biomass is estimated to be at least 12 million metric
tons. Assuming a 50:1 biomass:Chla ratio for the water-column
phytoplankton, in Sargassum-occupied waters, Sargassum
biomass is comparable to water-column phytoplankton, while
the carbon content of Sargassum may also represent a signifi-
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Fic. SB3.1. Sargassum areal density in Aug 2018 derived from
MODIS observations (Wang and Hu 2016; Wang 2018). The inset
shows the total Sargassum areal coverage (if they are aggregated
together) between 2000 and 2018. The coverage extended fur-
ther east to at least 10°W (not shown here).

cant portion of total particulate organic carbon (Wang et al.,
2018). Clearly, the unprecedented Sargassum amount in the
Tropical Atlantic may significantly affect the ocean’s ecology
and biogeochemistry.

Satellite images show the seasonality and long-term trend
in the amount of Sargassum found in the Caribbean Sea (Fig.
SB3.1, inset). The amount usually peaks in summer and reaches
minimum in winter, a possible consequence of favorable growth
conditions (water temperature, nutrient and light availability)
during spring. While Gower et al. (2013) only showed the initial
bloom year of 2011, the new time-series shows an unambigu-
ous increasing trend, with annual fluctuations, in subsequent
years, with 2018 being the historical record year (Langin 2018).

Several hypotheses have been proposed on why a sudden
increase occurred in 2011 and what caused the annual fluctua-
tions after 2011. Rising SST, enhanced nutrient inputs from
major rivers, dust depositions, and equatorial upwelling, as
well as recent climate changes and ocean current variations
may have created favorable conditions for the unprecedented
Sargassum blooms in the Tropical Atlantic (Franks et al. 201 ;
Franks et al. 2014; Johnson et al. 2013; Djakouré et al. 2017).
Indeed, under a changing climate where coastal eutrophication
and other environmental conditions may lead to increased
macroalgae blooms (Smetacek and Zingone 2013), the recur-
rent Sargassum blooms in the Tropical Atlantic may represent
a regime shift. Currently, the scientific community is facing
challenges on understanding exactly the reasons behind bloom
initiation, maintenance, dissipation, and their ecological and
biogeochemical implications. On the other hand, the unprec-
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conT. SIDEBAR 3.1: UNPRECEDENTED SARGASSUM BLOOMS IN

THE TROPICAL ATLANTIC—C HU AND M. WANG

edented amount of Sargassum experienced across much
of the Caribbean may provide opportunities to develop
innovative methods to fully utilize the macroalgae for
fertilizers, biofuel, and other uses. In the meantime, the
one-way transport from the central Atlantic to the Carib-
bean makes it relatively easy to provide early warning of
bloom likelihood in the Caribbean (Wang and Hu 2017),
and near real-time satellite imagery together with surface
ocean currents can be used continuously to guide field
experiment and resource management (Hu et al. 2016).
Finally, Sargassum blooms have also been reported in
other regions in recent years. For example, in the East

c. Ocean heat content—G. C. Johnson, |. M. Lyman, T. Boyer,

L. Cheng, C. M. Domingues, ]. Gilson, M. Ishii, R. E. Killick,

D. Monselesan, S. G. Purkey, and S. E. Wijffels

The ocean has an enormous heat capacity. One de-
gree of warming in the global ocean stores about 1000
times the heat energy of one degree of warming in the
atmosphere. Ocean warming accounts for about 93%
of the total increase in Earth’s energy storage from
1971 to 2010, compared to the atmosphere’s 1% (Rhein
et al. 2013). Ocean currents transport substantial
amounts of heat (Talley 2003). Ocean heat storage
and transport play large roles in ENSO (Johnson
and Birnbaum 2017), tropical cyclone development
(Goni etal. 2009), rates and variations in sea level rise
(Section 3f), and melting of ice sheet outlet glaciers
around Greenland (Castro de la Guardia et al. 2015)
and Antarctica (Schmidtko et al. 2014).

Maps of annual (Fig. 3.4) upper (0-700 m; or to
the ocean floor where it is shallower) ocean heat
content anomaly (OHCA) relative to a 1993-2018
baseline mean are generated from a combination of
in situ ocean temperature data and satellite altimetry
data following Willis et al. (2004) and using Argo
(Riser et al. 2016) data downloaded in January 2019.
Near-global average seasonal temperature anomalies
(Fig. 3.5) versus pressure from Argo data (Roemmich
and Gilson 2009, updated) since 2004 and in situ
global estimates of OHCA (Fig. 3.6) for three pressure
layers from seven different research groups (including
that responsible for the 2000-6000 m estimate) are
also discussed.

The 2017/18 tendency of 0-700-m OHCA (Fig. 3.4b)
shows an increase in a band across much of the equa-
torial Pacific north of about 15°S and a decrease in a
band to the north. The node between is located around
5°N in the west and 10°N in the central and east Pa-
cific, near the North Equatorial Countercurrent, which,
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China Sea, an unprecedented bloom of Sargassum horneri
occurred in spring 2017, which was speculated to be a
result of a warm winter and accumulated eutrophication
due to local aquaculture (Qi et al. 2017). Although S. hor-
neri is a different species that usually grows on rocks, the
initial bloom year of 2012 in this western Pacific region
poses the question of whether it is simply a coincidence
with the initial bloom year of 2011 in the Caribbean, or
the global ocean has experienced subtle shifts to favor
Sargassum growth in recent years. Clearly, more funda-
mental research is required to understand their response
to environmental conditions under a changing climate.

consistently, was anomalously strong in 2018 (see Fig.
3.18a). This pattern is strongly reminiscent of the mode
involved in the recharge of warm water in the equatorial
Pacific prior to EI Nifio (Meinen and McPhaden, 2000).
The tendency is toward increases in the North Pacific
north of about 10°N in the west and 30°N in the east.
Tendencies south of 15°S in the Pacific are patchier: east
of Australia cooling is apparent, then warming southeast
of New Zealand, then cooling again west of the Drake
Passage. Throughout much of the Pacific, the 2018
upper OHCA is generally above the long-term average
(Fig. 3.4a), with the most notable departures being a
narrow band of below average values along ~10°N, a
patchy region of low values in the central South Pacific,
and low values west of Drake Passage.

In the Indian Ocean, the 2017/18 tendency of
0-700-m OHCA (Fig. 3.4D) is patchy, with warming in
many locations, some cooling in the western Arabian
Sea and in the center of the basin south of the equator,
but no striking large-scale patterns. Upper OHCA
values for 2018 were above the 1993-2017 mean in
much of the Indian Ocean (Fig. 3.4a), with the notable
exception of a persistent patch of low values in the
western equatorial region that formed in 2017 and
was discussed in last year’s report (Johnson et al.
2018) and a prominent cool patch west of Australia.

The 2017/18 tendencies of 0-700-m OHCA (Fig.
3.4b) in the Atlantic Ocean show warming most no-
ticeable in the western boundary current extensions
of both hemispheres, although as usual those ener-
getic, eddy-rich regions exhibited both warming and
cooling tendencies. The 2017/18 cooling tendency was
most prominent in a band just north of the equator,
in a patch located between Madeira and the Strait of
Gibraltar, and in the North Sea and Norwegian Sea.
With these relatively small changes from 2017 to 2018,
the 2018 anomalies (Fig. 3.4a) look much like those in
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Fic. 3.4. (a) Combined satellite altimeter and in situ
ocean temperature data estimate of upper (0-700 m)
OHCA (% 10° ) m~?) for 2018 analyzed following Willis
et al. (2004), but using an Argo monthly climatology
and displayed relative to the 1993-2018 baseline. (b)
2018-2017 combined estimates of OHCA expressed as
alocal surface heat flux equivalent (W m2). For (a) and
(b) comparisons, note that 95 W m2 applied over one
year results ina 3 % 10’ ) m~2 change of OHCA. (c) Lin-
ear trend from 1993-2018 of the combined estimates
of upper (0-700 m) annual OHCA (W m2). Areas with
statistically insignificant trends are stippled.

2017. The large cold area south of Greenland, in the
vicinity of the Irminger Sea, has persisted since at
least 2014 and the warm conditions off the east coast
of North America since around 2009 (see previous
State of the Climate reports). The only other promi-
nent areas in the Atlantic colder than the 1993-2018
average were in the Labrador Sea and just north of
the equator in the western Atlantic. The latter may be
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Fic. 3.5. (a) Near-global (65°S-80°N, excluding con-
tinental shelves, the Indonesian seas, the Sea of Ok-
hostk, the Caribbean Sea, and the Gulf of Mexico) in-
tegrals of monthly ocean temperature anomalies [°C;
updated from Roemmich and Gilson (2009)] relative
to record-length average monthly values, smoothed
with a 5-month Hanning filter and contoured at odd
0.02°C intervals (see colorbar) vs. pressure and time.
(b) Linear trend of temperature anomalies over time
for the length of the record in (a) plotted vs. pressure
in °C decade™' (orange line), and trend with a Nifio-3.4
regression removed (blue line) following Johnson and
Birnbaum (2017).

associated with a change in the strength of the North
Brazil Current and its retroflection (www.aoml.noaa
.gov/phod/altimetry/cvar/nbc/transport.php).

The large-scale statistically significant (Fig. 3.4c)
regional patterns in the 1993-2018 local linear trends
of upper OHCA are quite similar to those from 1993-
2017 (Johnson et al. 2018). The areas with statistically
significant negative trends are found mostly south of
Greenland in the North Atlantic, south of the Kuro-
shio Extension in the North Pacific, and in a small
portion of the eastern South Pacific. Those areas are
quite small compared with those with statistically
significant positive trends, which include much of
the rest of the Atlantic Ocean, the region around
the Maritime Continent and the western tropical
Pacific, nearly the entire Indian Ocean, most of the
marginal seas except the Red Sea, and much of the
South Pacific and south Indian Oceans. As noted in
previous reports, the apparent warming and cooling
trends adjacent to Antarctica are located in both in
situ and altimeter data-sparse regions and are not as
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robust as suggested by the statistics that do not reflect
undersampling.

Near-global average seasonal temperature anoma-
lies (Fig. 3.5a) reflect both a long-term warming trend
(Fig. 3.5b, orange line) and ENSO redistributing heat
(e.g.» Roemmich and Gilson 2011) from the upper 100
dbar to a roughly 300-dbar thick layer just below, as
described in last year’s report (Johnson et al. 2018).
In 2018, as in 2017, the entire water column measured
by Argo was visibly warmer than the 2004-18 aver-
age (Fig. 3.5a). However, in 2018, the waters from 0
dbar to 100 dbar were less warm than in 2017, with a
maximum difference of about —0.06°C near the sur-
face, consistent with the SST analysis (Section 3.3a).
In contrast, the waters below (around 100-1000 m)
were warmer, with a maximum difference of about
+0.06°C near 160 dbar, and another local maximum
difference of 0.01°C near 600 dbar. This vertical
redistribution may be partly due to the very strong
2016/17 El Nifio (e.g., Johnson and Birnbaum 2017).
However, as noted below, the net effect was that the
water column from 0-2000 m gained a substantial
amount of heat from 2017 to 2018. The overall warm-
ing trend (Fig. 3.5b, orange line) from 2004 to 2018
exceeds 0.18°C decade™ near the surface, declining to
less than 0.03°C decade™ below 300 dbar and about
0.01°C decade™ by 2000 dbar. As noted in previous
reports, removing a linear regression against the
Nifo-3.4 index (e.g., Johnson and Birnbaum 2017)
results in a decadal warming trend (Fig. 3.5b, blue
line) that is slightly smaller, at about 0.16°C decade™,
near the surface and slightly larger than the simple
linear trend from about 100 dbar to 1600 dbar. This
difference is because of the influence of the 2016/17
El Nifo near the end of the relatively short record.

The analysis is extended back in time from the
Argo period to 1993, and deeper, using sparser, more
heterogeneous historical data collected mostly from
ships (e.g., Abraham et al. 2013). The six different
estimates of annual globally integrated in situ 0-700-
m OHCA (Fig. 3.6a) all reveal a large increase since
1993, with five of the analyses reporting 2018 as a
record high. The globally integrated 700-2000-m
OHCA annual values (Fig. 3.6b) vary more among
analyses, and only two report 2018 as a record high,
but the long-term warming trend in this layer is also
clear. Globally integrated OHCA values in both lay-
ers vary more both from year-to-year for individual
years and from estimate-to-estimate in any given year
prior to the achievement of a near-global Argo array
around 2005. Causes of differences among estimates
are discussed in Johnson et al. (2015).
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FiG. 3.6. (a) Annual average global integrals of in situ
estimates of upper (0-700 m) OHCA (ZJ; | Z) = 10?' ))
for 1993-2018 with standard errors of the mean. The
MRI/JMA estimate is an update of Ishii et al. (2017). The
CSIRO/ACE CRC/IMAS-UTAS estimate is an update
of Domingues et al. (2008). The PMEL/JPL/JIMAR esti-
mate is an update and refinement of Lyman and John-
son (2014). The NCEI estimate follows Levitus et al.
(2012). The Met Office Hadley Centre estimate is com-
puted from gridded monthly temperature anomalies
(relative to 1950-2018) following Palmer et al. (2007).
The IAP/CAS estimate is an update of that reported
in Cheng and Zhu (2018). See Johnson et al. (2014) for
details on uncertainties, methods, and datasets. For
comparison, all estimates have been individually offset
(vertically on the plot), first to their individual 2005-18
means (the best sampled time period), and then to
their collective 1993 mean. (b) Annual average global
integrals of in situ estimates of intermediate (700-2000
m) OHCA for 1993-2018 with standard errors of the
mean, and a long-term trend with one standard error
uncertainty shown from 1992-2010 for deep and abys-
sal (z > 2000 m) OHCA following Purkey and Johnson
(2010) but updated using all repeat hydrographic sec-
tion data available from https://cchdo.ucsd.edu/ as of
December 2018.

The rate of heat gain from linear fits to each of
the six global integral estimates of 0-700 m OHCA
from 1993 through 2018 (Fig. 3.6a) ranges from
0.36 (£0.06) to 0.42 (+0.06) W m™ applied over the
surface area of Earth (Table 3.2). Linear trends from
700 m to 2000 m over the same time period range
from 0.14 (+0.05) to 0.32 (+0.03) W m2. Trends in
the 0-700-m layer all agree within uncertainties, but
one of the trends in the 700-2000-m layer, which is
quite sparsely sampled prior to the start of the Argo
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era (circa 2005), does not. It is
likely the different methods for
dealing with under-sampled
regions in analyses cause the
disagreement in the long-term
trends for the 700-2000-m
layer OHCA estimates. For
2000-6000 m, the linear trend

TaBLE 3.2. Trends of ocean heat content increase (in W m~—2applied over
the 5.1 x 10'* m? surface area of Earth) from seven different research
groups over three depth ranges (see Fig. 3.6 for details). For the 0-700-
and 700-2000-m depth ranges, estimates cover 1993-2018, with 5%-95%
uncertainties based on the residuals taking their temporal correlation
into account when estimating degrees of freedom (Von Storch and Zwiers
1999). The 2000-6000-m depth range estimate, an update of Purkey and
Johnson (2010), uses data from 1981 to 2018, but the globally averaged
first and last years are 1992.7 and 2011.4, again with 5%-95% uncertainty.

is 0.07 (+£0.04) W m™? from
September 1992 to May 2011,
using repeat hydrographic sec-
tion data collected from 1981
to 2018 to update the estimate

of Purkey and Johnson (2010).

Summing the three layers (with

their slightly different time

periods), the full-depth ocean

heat gain rate ranges from 0.57
to 0.81 W m™ roughly appli-

cable to 1993-2018. Estimates

starting circa 2005 have much

Global ocean heat content trends
Research group (W m2) for three depth ranges
0-700 m 700-2000 m | 2000-6000 m
MRI/JMA 0.36 + 0.06 0.24 £ 0.05 —
CSIRO/ACE/CRC/IMAS/UTAS | 0.42 £ 0.06 — —
PMEL/JPL/JIMAR 0.39 +0.14 0.32 £0.03 —
NCEI 0.38 £ 0.06 0.19 £ 0.06 =
Met Office Hadley Centre 0.36+ 0.15 0.14 + 0.05 —
IAP/CAS 0.39 £ 0.05 0.18 £ 0.02 —
Purkey and Johnson update — — 0.07 + 0.04

smaller uncertainties, e.g.,
0.61 + 0.09 W m™ for ocean warming at depths of
0-1800 dbar during 2005-15 (Johnson et al. 2016).

d. Salinity—~G. C. Johnson, J. Reagan, J. M. Lyman, T. Boyer,

C. Schmid, and R. Locarnini

I) INTRODUCTION—G. C. Johnson and J. Reagan

Salinity is the fraction of dissolved salts in water,
nominally in g kg™, but measured and reported here
as a dimensionless quantity on the 1978 Practical
Salinity Scale, or PSS-78 (Fofonoff and Lewis 1979).
Salinity and temperature together determine the den-
sity of seawater at a given pressure. Their variability
can alter the density patterns that are integral to the
global thermohaline circulation (e.g., Gordon 1986;
Broecker 1991). One prominent limb of the global
thermohaline circulation, the AMOGC, is particularly
susceptible to changes in salinity (e.g., Liu et al. 2017).
Salinity is also a conservative water property, trace-
able back to where a water mass was originally formed
at the surface and subducted into the ocean’s interior
(e.g., Skliris et al. 2014). Where precipitation domi-
nates evaporation, fresher surface seawater is found
(i.e., along the ITCZ and at high latitudes), and where
evaporation dominates precipitation, saltier surface
seawater is found (i.e., in the subtropics). Salinity acts
asanatural rain gauge (e.g., Terray et al. 2012), useful
since ~80% of the global hydrological cycle takes place
over the ocean (e.g., Durack 2015). Salinity changes
are used to estimate changes in the hydrological cycle
(e.g., Durack et al. 2012). They also play a role in lo-
cal sea level changes through seawater contraction
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with salinification and expansion with freshening
(e.g., Durack et al. 2014). Finally, besides atmospheric
freshwater fluxes, other factors can modify salinity
such as advection, mixing, entrainment, sea ice melt/
freeze, and river runoff (e.g., Ren et al. 2011).
Different data sources are used for different salin-
ity analyses in this section owing to data availability
and accuracy. To investigate interannual changes of
subsurface salinity, all available salinity profile data
are quality controlled following Boyer et al. (2013)
and then used to derive 1° monthly mean gridded
salinity anomalies relative to a long-term monthly
mean for years 1955-2012 [World Ocean Atlas 2013
version 2 (WOA13v2); Zweng et al. 2013] at standard
depths from the surface to 2000 m (Boyer et al. 2013).
In recent years, the largest source of salinity profiles
is the Argo program (Riser et al. 2016). These data are
a mix of real-time (preliminary) and delayed-mode
(scientific quality controlled) observations. Hence,
the estimates presented here could change after all
data are subjected to scientific quality control. The
sea surface salinity (SSS) analysis relies on Argo data
downloaded in January 2019, with annual maps gen-
erated following Johnson and Lyman (2012) as well as
monthly maps of bulk (as opposed to skin) SSS data
from the Blended Analysis of Surface Salinity (BASS)
(Xie et al. 2014). BASS blends in situ SSS data with
data from the Aquarius (Le Vine et al. 2014; mission
ended in June 2015), Soil Moisture and Ocean Salinity
(SMOS; Font et al. 2013), and recently Soil Moisture
Active Passive (SMAP; Fore et al. 2016) satellite
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missions. BASS maps can be biased fresh around
land (including islands), and features at high latitudes
should be validated with in situ maps. Despite the
larger uncertainties of satellite data relative to Argo
data, their higher spatial and temporal sampling
allows higher spatial and temporal resolution maps
than are possible using in situ data alone at present.

2) SEA SURFACE SALINITY—G. C. Johnson and ]. M. Lyman

Extratropical 2018 SSS anomalies (Fig. 3.7a, colors)
exhibit large-scale similarities with those from 2004
to 2017 (see previous State of the Climate reports).
With the partial exception of the North Pacific in
2018 and 2017, subtropical salinity maxima are mostly
salty with respect to the WOA13v2 climatology. The
fresher higher latitude regions such as the subpolar
North Pacific, the Irminger and portions of the
Nordic seas of the North Atlantic, and some portions
of the Southern Ocean are anomalously fresh with
respect to climatology. A warmer atmosphere can
hold more water, withdrawing more in evaporative
regions and depositing more in precipitation-prone
regions, which would lead to the salinity patterns
observed (Rhein et al. 2013), as well as those seen in
the extratropical 2005-18 trends discussed below.
Within the tropics, which have large SSS excursions
with ENSO and other interannual variations, both
the ITCZ and SPCZ in the Pacific are quite fresh in
2018 with respect to climatology (Fig. 3.7a), as is the
region near the Amazon and Orinoco river mouths
in the Atlantic.

A tight relationship between anomalies of air-sea
freshwater fluxes (precipitation minus evaporation;
P — E) and SSS anomalies is especially apparent in the
year-to-year changes of both quantities. Where SSS
changes from 2017 to 2018 (Fig. 3.7b, colors) are posi-
tive, P — E tendencies over that same period are often
negative (see Fig. 3.12b). With a reduction in rainfall
from 2017 to 2018 around the Maritime Continent,
that region between the Indian and Pacific Oceans
sees an increase in SSS from 2017 to 2018. With
increased freshwater flux into the ocean around the
Pacific ITCZ, the SSS in the region decreases from
2017 to 2018, whereas south of the equator the oppo-
site pattern holds. This relationship can also be seen
in the freshening tropical Indian Ocean, the salinify-
ing subtropical North Pacific, and the freshening Gulf
of Alaska, among other regions. The freshening SSS
tendency from 2017 to 2018 just south of the equa-
tor in the Indian Ocean may be partly owing to an
increase in anomalous westward currents between
2017 and 2018 there (see Fig. 3.18b) in the presence of
mean SSS that increases from east to west.
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FiG. 3.7. (a) Map of the 2018 annual surface salinity
anomaly (colors, PSS-78) with respect to monthly cli-
matological 1955-2012 salinity fields from WOAI3v2
(long-term average—gray contours at 0.5 intervals,
PSS-78). (b) Difference of 2018 and 2017 surface salin-
ity maps (colors, PSS-78 yr'). White ocean areas are
too data-poor (retaining < 80% of a large-scale signal)
to map. (c) Map of local linear trends estimated from
annual surface salinity anomalies for 2005-18 (colors,
PSS-78 yr'). Areas with statistically insignificant
trends at 5%-95% confidence are stippled. All maps are
made using Argo data downloaded in Jan 2019.

Asin 2017, strong seasonal variations of BASS (Xie
et al. 2014) SSS anomalies (Fig. 3.8) are evident near
the Amazon and Orinoco River plumes in 2018. For
the first three quarters of the year, there is a fresh
anomaly localized near the coast, but it extends east-
ward across much of the northern equatorial Atlantic
in September-November. In the tropical Pacific, a
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Fic. 3.8. Seasonal maps of SSS anomalies (colors) from monthly
blended maps of satellite and in situ salinity data (BASS; Xie et al.
2014) relative to monthly climatological 1955-2012 salinity fields from
WOAI3v2 for (a) Dec 2017-Feb 2018, (b) Mar-May 2018, (c) Jun-Aug
2018, and (d) Sep—Nov 2018. Areas with maximum monthly errors
exceeding 10 PSS-78 are left white.
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increasing from ~600 m to the surface
where they reach values exceeding
0.05. There is freshening (~-0.015)
between 2017 and 2018 in the upper 50
m with salinification extending from
100 m to 1200 m and a maximum
(~0.01) around 150 m (Fig. 3.9b). The
deeper (250-700 m) salinification
tendency in 2018 may be related to the
deepening of the salinity anomalies
from 2017 (Fig. 3.9a). 2018 is also the
first year in the past decade when all
0-1500-m basin-average monthly sa-
linity anomalies were saltier than the
long-term mean (Fig. 3.9a).

The 2018 Pacific Ocean basin-av-
erage monthly salinity anomalies for
0-1500 m continued the same pattern
that has been evident since mid-2014
(Fig. 3.9¢). There are fresh anomalies
in the upper 100 m, salty anomalies

fresh anomaly builds under the ITCZ in June-August
and strengthens in September-November.

Sea surface salinity trends for 2005-18, the era
of near-global Argo coverage, are estimated by local
linear fits to annual average SSS maps from Argo
data (Fig. 3.7c). Large-scale patterns of local trends
have not changed much from last year’s report. Re-
gions with already high salinity values, such as the
subtropical salinity maxima in all the ocean basins
and the Arabian Sea, show increasing trends, with
statistical significance in some portions of those re-
gions, especially in the South Indian Ocean and in the
Pacific off the west coasts of the Americas. Statisti-
cally significant freshening trends are apparent in the
subpolar North Pacific, the eastern subpolar North
Atlantic, the eastern warm fresh pool in the tropi-
cal North Pacific, and the Bay of Bengal. These are
all regions that are climatologically fresh relative to
their surroundings. In the Gulf of Mexico and along
the east coast of North America from roughly Cape
Hatteras northward, strong, statistically significant
trends toward saltier and warmer (Section 3¢) condi-
tions are evident.

3) SUBSURFACE SALINITY—]. Reagan, T. Boyer, C. Schmid,
and R. Locarnini

The 2009-18 basin-average monthly salinity

anomalies (Fig. 3.9a) for the Atlantic Ocean contin-

ued the same pattern that has been evident for the

past decade, with weak anomalies (< |0.005]) below

~600 m and salty anomalies (> 0.005) extending and

STATE OF THE CLIMATE IN 2018

from 100-250 m, fresh anomalies from
275-600 m, and weak (< |0.005|) anomalies at depths
below 600 m (Fig. 3.9c). Changes from 2017 to 2018
(Fig. 3.9d) include freshening in the upper ~100 m (max
of ~—0.015 at 50 m) and salinification from 125-375 m
(max of ~0.015 at 200 m). These tendencies are very
similar to what was seen between 2016 and 2017 (see
Fig. 3.9d in Reagan et al. 2018). 2018 also marks the
fourth straight year with fresh anomalies in the upper
100 m, following a 5-year period (2009-14) of persistent
salty anomalies in the upper 100 m (Fig. 3.9¢). A possible
cause for these persistent anomalies may be related to
in-phase transitions of ENSO and PDO (see discussion
in Reagan et al. 2018).

The Indian Ocean basin-average monthly salinity
anomalies experienced persistent fresh anomalies in
the upper 0-100/200 m from mid-2011 through mid-
2016, with salty anomalies in a 100-200-m thick layer
below (Fig. 3.9¢). The 0-100-m salinity exceeded the
long-term average in mid-2016 through early 2018,
followed by some near-surface (< 50 m) freshening
evident in mid-2018. There are also salty anomalies
extending from the surface to depths of ~700 m dur-
ing the latter half of 2018 (Fig. 3.9¢). The major change
between 2017 and 2018 was very strong freshening
(< ~=0.025) in the upper 30 m (Fig. 3.9f), discussed
further below.

The zonally-averaged salinity tendency from 2017
to 2018 in the upper 500 m of the Atlantic Ocean
shows strong freshening in the upper 50 m along
the equator (max < —0.15 at 0 m, Fig. 3.10a) which is
associated with a narrow strip of near-surface fresh-
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Fic. 3.9. Average monthly salinity anomalies from
0-1500 m for the (a) Atlantic from 2009-18 and (b) the
change from 2017 to 2018; (c) Pacific from 2009-18 and
(d) the change from 2017 to 2018; (e) Indian from 2009-
18 and (f) the change from 2017 to 2018. Data were
smoothed using a 3-month running mean. Anomalies
are relative to the long-term WOAI3v2 monthly salin-
ity climatology for years 1955-2012 (Zweng et al. 2013).

ening between the Gulf of Guinea and Northeast
Brazil (Fig. 3.7b). Additionally, there is freshening (<
—0.03) from 10° to 20°N extending from 0 m to 200
m. There is also freshening from 45° to 52°N in the
upper 150 m, which is opposite to the salinification
observed between 2016 and 2017 (see Fig. 3.10a in
Reagan et al. 2018). Finally, there is salinification
(> 0.03) from 0 m to 500 m near 40°N and 40°S, from
0 m to 175 m between 48°-55°S, and a subsurface area
from 20°-30°N at 75-250 m (Fig. 3.10a).

The changes in the Pacific Ocean zonally-averaged
salinity from 2017 to 2018 are mainly confined to the
upper 300 m (Fig. 3.10b). There is freshening (< —0.03)
from 18°-32°S and 0-75 m that deepens northward
to 10°S and 100 m, freshening from 8° to 16°N and
0-40 m, and salinification from 4°-12°S and 0-50 m.
The latter freshening and salinification tendencies are
likely associated with changes in oceanic freshwater
gains and losses from evaporation and precipitation
(see Fig. 3.12b). All of the aforementioned freshen-
ing and salinification tendencies shifted southward
from where they were located the previous year (see
Fig. 3.10b in Reagan et al. 2018). Finally, there was

$80 | BAIS SEPTEMBER 2019

2
EH :qﬁﬁﬁﬁ

&

Diapihy jo)

BESEENY
3

5ra XrE g

W BN EP
T TE——

188 003
Sapliry CuPitesa (PES-TH
Fic. 3.10. Difference between the 2018 and 2017 zonal
average monthly salinity anomalies from 0-500m
for the (a) Atlantic, (b) Pacific, and (c) Indian Ocean
basins. Anomalies are relative to the long-term
WOAI3v2 monthly salinity climatology for years
1955-2012 (Zweng et al. 2013). Contours represent
multiples of £0.03 with a bold 0 contour.
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also salinification (> 0.03) in two subsurface Pacific
regions, one centered at 10°S and 200 m and the other
at greater depths between 125-500 m northward of
55°N.

Much of the larger changes (> 0.03|) of the zon-
ally averaged salinity anomalies from 2017 to 2018
in the Indian Ocean occurred in the upper 100 m
(Fig. 3.10c). There was freshening from 20°S to 10°N
in the 0-50 m layer, which is a complete reversal of
the prominent salinification observed there between
2016 and 2017 (see Fig. 3.10c in Reagan et al. 2018).
This freshening may be due to anomalous westward
surface currents (see Fig. 3.18b) in the equatorial
Indian Ocean transporting fresher water westward,
areversal from what was observed last year (Johnson
and Lyman 2018). Much of this freshening is lo-
cated in the Arabian Sea and the central and western
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portions of the tropical Indian Ocean, northward of
15°S (Fig. 3.8b). There is also freshening in the upper
150 m northward of 20°N from 2017 to 2018.

e. Global ocean heat, freshwater, and momentum
fluxes—L. Yu, X. Jin, P. W. Stackhouse, A. C. Wilber, §. Kato,

N. G. Loeb, and R. A. Weller

The ocean and the atmosphere communicate
via interfacial exchanges of heat, freshwater, and
momentum. These air-sea fluxes are the primary
mechanisms for keeping the global climate system
in near balance with the incoming insolation at
Earth’s surface. Most of the shortwave radiation (SW)
absorbed by the ocean’s surface is vented into the
atmosphere by three processes: longwave radiation
(LW), turbulent heat loss by evaporation (latent heat
flux, or LH), and by conduction (sensible heat flux,
or SH). The residual heat is stored in the ocean and
transported away by the ocean’s surface circulation,
forced primarily by the momentum transferred to
the ocean by wind stress. Evaporation connects heat
and moisture transfers, and the latter, together with
precipitation, determines the local surface freshwa-
ter flux. Identifying changes in the air-sea fluxes is
essential in deciphering observed changes in ocean
circulation and its transport of heat and salt from the
tropics to the poles.

Air-sea heat flux, freshwater flux, and wind stress

in 2018 and their relationships with ocean surface
variables are examined here.  [a)
The net surface heat flux,
Q.0 is the sum of four terms:
SW + LW + LH + SH. The net
surface freshwater flux into
the ocean (neglecting riverine
and glacial fluxes from land) is
simply Precipitation (P) minus
Evaporation (E), or the P - E
flux. Wind stress is computed
from satellite wind retrievals
using the bulk parameteriza-
tion of Edson et al. (2013). The
production of the global maps
of Q,e, P - E, and wind stress
(Figs. 3.11-3.13) and the long-
term perspective of the change =30
of the forcing functions (Fig.
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high-resolution (hereafter OAFlux-HR) products (Yu
and Jin 2014; Yu 2019). Surface SW and LW radiative
fluxes are from the CERES Fast Longwave And Short-
wave Radiative Fluxes (FLASHFlux) Ed3A product
(Stackhouse et al. 2006). Global P is from the GPCP
version 2.3 products (Adler et al. 2003). The CERES
Energy Balanced and Filled (EBAF) surface SW and
LW version 4.0 products (Loeb et al. 2018; Kato et al.
2018) are used in the time series analysis.

I) SURFACE HEAT FLUXES

The dominant features in the 2018 Q,, anomaly
field (Fig. 3.11a) are the broad-scale oceanic heat gain
(positive Q,; anomalies) in the equatorial and south-
ern Pacific and Indian Oceans (40°S-10°N), and the
oceanic heat loss (negative Q,,.anomalies) in the sub-
tropical North Pacific (10°-30°N), the North Atlantic
(10°-60°N), and the southern higher latitudes (40°S
poleward). Positive and negative anomalies both ex-
ceeded 25 W m™. The 2018-minus-2017 Q,. tendency
field (Fig. 3.11b) was predominantly determined by
the LH + SH change pattern. The spatial pattern
of Q.. tendencies is similar to that of the 2018-mi-
nus-2017 anomaly pattern (Fig. 3.11b) over most of
the global ocean, showing that the 2018 anomalies
were a strong departure from the climatological mean
state. However, the two patterns differ considerably
in a few regions, most notably the tropical Pacific
where the 2018 tendencies have signs opposite to the
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Fic. 3.11. (a) Surface heat flux (Q..) anomalies (W m2) for 2018 relative to a
5-yr (2010-14) mean. Positive values denote ocean heat gain. (b) 2018 minus
2017 tendency for Q,.., (c) surface radiation (SW+LW), and (d) turbulent heat
fluxes (LH+SH), respectively. Positive tendencies denote more ocean heat
gainin 2018 than in 2017, consistent with the reversal of the color scheme in
(d). LH+SH are produced by the OAFlux high-resolution (HR) satellite-based
analysis, and SW+LW by the NASA FLASHFlux project.

3.14) is made possible through
integrating multi-group ef-
forts. Ocean-surface LH, SH,
E, and wind stress are from
the OAFlux project’s newly
developed satellite-derived,
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2018 anomalies. Note that the net heat loss tendencies
south of 60°S may be influenced by sea—ice edge effect
on flux estimates.

The tropical Pacific returned to ENSO-neutral
conditions after a weak La Nina ended in March 2018
(see Section 4b). There was a widespread sea-surface
cooling tendency over most of the equatorial ocean
with the exception of a weak warming tendency in
the central equatorial Pacific (Fig. 3.1). The 2018
LH+SH tendencies (Fig. 3.11d) show a large increase
in the central and eastern equatorial region (positive
LH+SH anomalies, blue colors) and a substantial
reduction south of the equator (negative LH+SH
anomalies, red colors). Note that the color scheme
is reversed to indicate that increased LH+SH (posi-
tive anomalies, blue colors) have a cooling effect on
the ocean surface and, conversely, reduced LH+SH
(negative anomalies, red colors) have a warming ef-
fect. The 2018 SW+LW tendencies (Fig. 3.11c) show
less radiative heat input to the ocean in 2018 than in
2017 to the north of the equatorial Pacific and more
radiative heat input to the south, with a maximum
reduction occurring in the central basin under the
ITCZ and a maximum enhancement occurring in
the far western equatorial Pacific and the Maritime
Continent. Outside of the equatorial ocean, a zonal
band of larger SW+LW tendencies (>10 W m™2) in the
mid-latitude North Pacific extended from the Kuro-

shio Extension northeastward to the Gulf of Alaska.
SW+LW tendencies were small (<5 W m™2) elsewhere.

In the Northeast Pacific, the “Warm Blob” (Bond
etal. 2015) reemerged in June 2018 (Fig. 3.2), featuring
a large mass of warmer water underneath a higher-
than-normal pressure zone off North America’s west
coast and particularly noted in the Gulf of Alaska.
Under the higher-pressure system, surface radiative
heat input increased (positive SW+LW tendencies,
Fig. 3.11¢) due to the reduction of clouds and reduced
surface turbulent heat loss (LH+SH negative anoma-
lies, Fig. 3.11d) due to wind weakening (Fig. 3.13b).
Both SW+LW and SH+LH tendencies had a warming
effect on the ocean surface. The radiative and turbu-
lent heat flux tendencies also created a warming effect
in the vicinity of the Kuroshio Extension.

In the North Atlantic, the cooling effect of LH+SH
tendencies dominated over the warming effect of
SW+LW tendencies. A strong positive NAO index
persisted from December 2017 through October 2018,
then showed a transition to neutral phase. Surface
winds were intensified significantly in 2018 (Fig.
3.13b), leading to pronounced turbulent heat loss
(positive LH+SH tendencies, blue color) over the basin
from the equator to 60°N latitude. In the equatorial
and south subtropical Atlantic, LH+SH tendencies
produced a warming effect; this appears to be associ-
ated with wind weakening in these regions.

In the Indian Ocean, a
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FiG. 3.12. (a) Surface freshwater (P — E) flux anomalies (cm yr') for 2018 rela-
tive to the 1988-2014 climatology. 2018 minus 2017 tendencies for (b) P - E,
(c) evaporation (E), and (d) precipitation (P). Green colors denote anomalous
ocean moisture gain, and browns denote loss, consistent with the reversal of
the color scheme in (c). P is computed from the GPCP version 2.3 product,
and E from OAFlux-HR.
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positive dipole event oc-
curred during September-
November. Albeit short lived,
both SW+LW and LH+SH
tendencies displayed a dipole-
like pattern in the equatorial
zone. In the east, SW+LW in-
creased and LH+SH reduced,
which combined to produce a
marked increase of heat gain
at the ocean surface (positive
Q... tendencies). In the cen-
tral equatorial basin, there
was a slight reduction in
SW+LW and a slight increase
in LH+SH, giving rise to a
slight increase of heat loss at
the ocean surface (negative
Q... tendencies).
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equatorial Indian Ocean, with
maximum magnitude exceed-
ing 45 cm from 2017 to 2018.
The P tendencies also display a
dipole-like pattern in the tropi-
cal Indian Ocean, with reduced
freshwater input (drying) in the
east and enhanced freshwater
input (wetting) in the west. In
the Gulf of Alaska where Q,
increased coinciding with the
return of the “Warm Blob,” P -
E increased, and it decreased to
the south.

e
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3) WIND STRESS

The 2018 wind stress
anomaly pattern (Fig. 3.13a)
indicates that the trade winds
weakened north of the equator
and strengthened south of the
equator in the tropical Pacific
with respect to climatology.
Marked increase of westerly
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FiG. 3.13. (a) Wind stress magnitude (colors) and vector anomalies (N m2)
for 2018 relative to thel988-2014 climatology, (b) 2018 minus 2017 tenden-
cies in wind stress, (c) Ekman vertical velocity (W,,; cm day') anomalies for
2018 relative to the 1988-2014 climatology, and (d) 2018 minus 2017 tenden-
cies in W_,. In (c) and (d), positive values denote upwelling tendency, and
negative downwelling tendency. Winds are computed from the OAFlux-HR.

2) SURFACE FRESHWATER FLUXES

The 2018 P — E anomaly pattern shows that net
freshwater input at the ocean surface increased in the
north tropical Pacific and the tropical Indian Ocean
(positive anomalies, green colors) but decreased in
the south tropical Pacific and mid-latitudes in both
Northern and Southern Hemispheres (negative
anomalies, brown colors) (Fig. 3.12a). A similar global
pattern is also shown in the 2018 P — E tendencies (Fig.
3.12b) with the exception of the equatorial Pacific,
where P - E negative anomalies were more oriented
to the south of the equator in the central and eastern
basin. The tropical P - E tendencies are attributable to
the P tendencies (Fig. 3.12d) and are consistent with
the SW+LW tendencies. The tropical SW+LW tended
to decrease in areas of increased ITCZ rainfall and to
increase in area of reduced ITCZ rainfall.

The E tendencies (Fig. 3.12c) show that ocean
evaporation increased in the equatorial Pacific and
Atlantic Oceans and also at mid latitudes (30°-60°
north and south). The increase of E was most pro-
nounced in the North Atlantic, spanning latitudes
from the equator to 60°N. Coherent drying tenden-
cies were also evident in the P flux, indicating that
the North Atlantic had a deficit in surface freshwater
input in 2018.

The largest drying tendencies in the P flux occurred
in the far western equatorial Pacific and the eastern
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winds is evident in the mid-
latitude North Pacific and Atlantic (50°-60°N) and
along the Antarctic Circumpolar Current (ACC) in
the Southern Ocean (40°-60°S). Strengthening of
surface winds in the North Atlantic associated with
the positive NAO event is clear in the 2018 tendency
map (Fig. 3.13D), as is the weakening of surface winds
in the northeast Pacific associated with the “Warm
Blob.” The strong wind tendencies were the primary
cause of the large turbulent heat loss tendencies in the
eastern equatorial Pacific and North Atlantic.

Winds vary considerably in space. This causes
divergence and convergence of the Ekman transport,
leading to a vertical velocity, denoted by Ekman pump-
ing (downward) or suction (upward) velocity W, at the
base of the Ekman layer. Computation of W, follows
the equation: W= 1/pV’x(t/f), where p is the density,
T is the wind stress, and f the Coriolis force. The 2018
W, tendencies (Fig. 3.13d) show upwelling (positive)
anomalies in the vicinity of the ITCZ (3°-7°N) in the
equatorial Pacific and Atlantic and downwelling (nega-
tive) anomalies in the equatorial Indian Ocean. Outside
of the tropical region, the strengthened westerly band
in the mid-latitude North Pacific induced a band of
downwelling anomalies (negative) to the south. In the
North Atlantic, W, anomalies were characterized
by negative downwelling anomalies in the low-mid
latitudes (0-50°N) and positive upwelling anomalies
at higher latitudes (50°-60°N). Negative downwelling
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anomalies predominated the ocean basins in the South-
ern Hemisphere.

4) LONG-TERM PERSPECTIVE

A long-term perspective on the change of ocean-
surface forcing functions in 2018 is assessed in the
context of multi-decade annual-mean time series of Q.
P — E, and wind stress averaged over the global ice-free
oceans (Figs. 3.14a—c). The Q,, time series commenced
in 2001, when CERES EBAF4.0 surface radiation prod-
ucts became available. The P — E and wind stress time
series are each 30 years long, starting from 1988 when
higher quality global flux fields can be constructed from
SSM/1 satellite retrievals. Q,. anomalies are relative to
the 2001-15 climatology, and P — E and wind stress
anomalies are relative to the 1988-2015 period.

Q. remained relatively level between 2001 and
2007, but after a sharp dip in 2008, it underwent a
steady increase and peaked in 2016. In general, the
ocean surface has received more heat from the at-
mosphere in recent years. The 2018 Q,. was a slight
increase from the sharp reduction in 2017. The 30-
year records of P — E and wind stress show a regime
shift around 1999. The downward trend in P — Eand
upward trend in wind stress that dominated the 1990s
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Fic. 3.14. Annual-mean time series of global averages
of (a) net surface heat flux (Quc; W m~2) from the com-
bination of CERES EBAF4.0 SW+LW and OAFlux-HR
LH+SH. The 2018 Q,...estimate is based on FLASHFlux
and OAFlux-HR. (b) net freshwater flux (P—E; cm yr")
from the combination of GPCP P and OAFlux-HR E,
and (c) wind stress magnitude (N m~2) from OAFlux-
HR. The error bars denote one standard deviation of
annual-mean variability.
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have flattened since 1999, and the 2018 conditions
continued weak interannual fluctuations.

f. Sea level variability and change—P. R. Thompson,
M. ). Widlansky, E. Leuliette, W. Sweet, D. P. Chambers,
B. D. Hamlington, S. Jevrejeva, ). J. Marra, M. A. Merrifield,
G. T. Mitchum, and R. S. Nerem
Global mean sea level (GMSL) during 2018 was the
highest annual average in the satellite altimetry record
(1993-present), rising to 81 mm (3.2 in) above the 1993
average (Fig. 3.15a). This marks the seventh consecu-
tive year (and 23rd of the last 25) that GMSL increased
relative to the previous year. The new high reflects an
ongoing multi-decadal trend in GMSL during the satel-
lite altimetry era, 3.1 + 0.4 mm yr' (Fig. 3.15a). Accelera-
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FiG. 3.15. (a) (black) Monthly averaged global mean sea
level observed by satellite altimeters (1993-2018 from
the NOAA Laboratory for Satellite Altimetry). (blue)
Monthly averaged global ocean mass (2003-Aug 2017
from the Gravity Recovery and Climate Experiment).
(red) Monthly averaged global mean steric sea level
(2004-18) from the Argo profiling float array. (purple)
Mass plus steric. (cyan) Inferred global ocean mass
calculated by subtracting global mean steric sea level
from global mean sea level. All time series have been
smoothed with a 3-month filter. (b) Total local sea level
change from altimetry during 1993-2018.
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tion in GMSL (i.e., two times the quadratic coefficient
in a second-order polynomial fit) during the altimetry
era is 0.097 + 0.04 mm yr2. When effects of the Pina-
tubo volcanic eruption and ENSO are subtracted from
GMSL variability, the estimated climate-change-driven
acceleration in GMSL over the altimeter record is 0.084
+0.025 mm yr? (Nerem et al. 2018).

Variations in GMSL (Fig. 3.15a) result from changes
in both the mass and density of the global ocean
(Leuliette and Willis 2011; Cazenave et al. 2018). During
2005-16, increasing global ocean mass observed by
the NASA Gravity Recovery and Climate Experiment
(GRACE), 2.5 + 0.4 mm yr', contributed about two-
thirds of the GMSL trend. The positive trend in ocean
mass primarily resulted from melting of glaciers and ice
sheets (Sections 2c, 5, 6), but these contributions from
land ice were partially offset by increased hydrological
storage of fresh water onland, —0.7 £ 0.2 mm yr (Reager
et al. 2016). Unfortunately, failure of an accelerometer
on board one of the GRACE satellites and degrading
batteries resulted in only five months of valid GRACE
observations during 2017 (January and March-June).
The mission was finally terminated in October 2017
with no additional scientific observations. Although the
GRACE-FO mission was launched in May 2018 and sci-
entific data were collected, the processing centers are still
evaluating and calibrating the data. Thus, ocean mass
observations for 2018 are not available as of this writing.
Steric (i.e., density-related) sea level rise (0-2000 m) ob-
served by the Argo profiling float array during 2005-16,
1.1 £ 0.2 mm yr, which is mostly due
to ocean warming, accounts for most

at interannual timescales. The inferred ocean mass
curve is highly correlated with the observed mass
curve during 2005-16, suggesting that the inferred
ocean mass curve during 2017-18 represents a reason-
able surrogate in the absence of mass observations.

Regional sea level change can differ substantially
from the global mean. The total amount of GMSL
change from 1993-2018 is less than 10 cm (Fig. 3.15a),
but multiple regions around the global ocean have ex-
perienced 15-20 cm during the same period. During
the altimetry era, east-west differences in sea level
change across the Pacific—and specifically enhanced
rise in the western tropical Pacific—resulted from
fluctuations in trade winds, which strengthened
during a multi-decadal trend toward the LaNifa-
like phase of the PDO during the first 15-20 years of
the satellite record (e.g., Merrifield 2011). Enhanced
sea level rise has also occurred over 30°-60°S in the
South Pacific and South Atlantic basins, which has
been attributed in the Pacific to deep-ocean warming
(Volkov et al. 2017). Finally, the Kuroshio Extension
region stands out as an area of enhanced sea level rise
due to both wind-forced and eddy-forced warming
(Qiu et al. 2015).

Positive annual sea level anomalies spanned much
of the global ocean during 2018 (Fig. 3.16a), which
is consistent with the global pattern of sea level rise
since 1993 (Fig. 3.15b). A notable exception to the
above-normal sea levels is in the tropical northwest-
ern Pacific where a zonal band of below-normal sea

of the balance of GMSL change during
the GRACE period. Steric sea level rise
updated for 2005-18 increases to 1.3
£02mmyr’.

Annual GMSL from altimetry

observations increased by 0.4 cm

from 2017 to 2018 (Fig. 3.15a). Annual
global mean steric sea level observed
by Argo did not appreciably change
from 2017 to 2018 (Fig. 3.15a). The
lack of steric change suggests that the
increase in GMSL was almost entirely
due to an increase in ocean mass, but
as discussed above, observations of

ocean mass were not possible dur-
ing 2018. We can, however, infer the
change in ocean mass by subtracting
global mean steric sea level from
GMSL (Fig. 3.15a) with the assump-
tion that steric changes below 2000
m do not contribute significantly
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Fic. 3.16. (a) Annual average sea level anomaly during 2018 relative to
the average sea level at each location during 1993-2018. (b) Average
2018 sea level anomaly minus 2017. (c) Average sea level anomaly during
DJF of 2018 relative to the DJF average during 1993-2018. (d) Same as
(c), but for SON. GMSL was subtracted from panels c-d to emphasize
regional, non-secular change. Altimetry data was obtained from the
gridded, multi-mission product maintained by the Copernicus Marine
and Environment Monitoring Service (CMEMS).
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levels occurred during most of 2018. In the tropical
North Pacific, the annual mean sea level decreased
from 2017 to 2018 (Fig. 3.16b) and reached the lowest
levels near the end of the year (Figs. 3.16¢,d). The area
of sea level decrease extends from near the Philip-
pines, eastward through most of Micronesia, and
includes the area around Hawaii where the record
high sea levels of 2017 (Yoon et al. 2018) returned
to normal during 2018. Elsewhere in the Pacific, sea
levels increased relative to 2017 nearly everywhere,
except for small-scale decreases associated with up-
welling mesoscale eddy activity such as around the
Kuroshio Current region (Fig. 3.16b; e.g., Qiu et al.
2015). Increased sea levels in the equatorial Pacific are
consistent with the warming ocean there resulting
from the El Nifio of 2018/19 (Section 4b). During 2018,
the decrease in sea level in the tropical northwestern
Pacific (the change from December-February to
September-November exceeded —25 cm) and the in-
crease of similar magnitude in the equatorial central
Pacific (Fig. 3.16¢,d) are consistent with the OHCAs
(Fig. 3.4b), although the prolonged high sea levels in
the tropical southwestern Pacific (e.g., around the
Samoan Islands) are unusual compared to previous
El Nifno development.

In the Atlantic Ocean, sea level tendencies from
2017 to 2018 were positive in the tropical north-
western basin (generally +5 cm to +10 cm), whereas
smaller changes (typically £5 cm) occurred near
the eastern boundary, along the equator, and in the
tropical South Atlantic (Fig. 3.16b). Notable changes
during 2018 (Fig. 3.16¢,d) were the rising sea levels
around Florida, the Bahamas, and the Greater Antil-
les (~10 cm increase), consistent with locally higher
surface heat flux (Fig. 3.11b) and ocean heat content
(Fig. 3.4b). Wind-stress anomalies in the tropical
North Atlantic were also conducive for generation
of downwelling Rossby waves (i.e., negative Ekman
vertical velocity; Fig. 3.13d), which have been associ-
ated with past high sea level anomalies near Florida
(Calafat et al. 2018). Poleward of 30°N/S, sea level
mostly increased compared to 2017 (Fig. 3.16b), al-
though there were small-scale decreases associated
with upwelling eddies (Qiu et al. 2015). The change
pattern in the higher latitudes (30°-60° N/S) is similar
in the North and South Pacific as well as the South
Indian Oceans, where some of the largest sea level
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increases during the satellite altimetry era have oc-
curred (1993-2018, Fig. 3.15b).

In the North Indian Ocean, the greatest changes
relative to 2017 were primarily related to eddy activ-
ity near the Arabian Peninsula and the east coast of
India, although there was a basin-scale rise in sea
level (Fig. 3.16b), which is consistent with the regional
increase in surface heat flux (Fig. 3.11b) as well as
downwelling Ekman vertical velocity (Fig. 3.13d). In
the southern tropical latitudes, larger positive sea level
anomalies during 2018 (+10 cm; Fig. 3.16a) are con-
sistent with the above-normal surface heat flux in the
region (up to +30 W m3; Fig. 3.11a). Even higher sea
level anomalies poleward of 20°S (exceeding +15 cm
east of Madagascar) are collocated with downwelling
Ekman vertical velocities associated with regional
wind-stress anomalies (Fig. 3.13).

Ongoing trends and year-to-year changes in sea
level impact coastal communities by increasing
the magnitude and frequency of positive sea level
extremes that cause flooding and erosion. In many
areas, coastal infrastructure is currently exposed to
nuisance-level (i.e., minor-impact) flooding when
water levels exceed a threshold defined by the top 1%
of observed daily maxima from a global network of
tide gauges (Sweet et al. 2014). These thresholds vary
geographically (Fig. 3.17a) but are typically around
0.5 m above mean higher high water (MHHW)—the
average of observed daily maxima—and are expected
to be exceeded 3-4 times per year. Most locations
along the U.S. East Coast experienced greater-than-
expected numbers of exceedances during 2018
(Fig. 3.17b), which is a continuation of enhanced
numbers of exceedances during 2017 (Fig. 3.17c) and
is related to positive sea level trends (Fig. 3.15b) and
2018 anomalies (Fig. 3.16a) in the region. Year-over-
year increases in threshold exceedances occurred on
a majority of islands across the tropical South Pacific,
while year-over-year decreases occurred on a majority
of islands across the tropical North Pacific (Fig. 3.17c).
These changes in the tropical Pacific directly relate to
changes in mean sea level of the same signs in these
regions from 2017 to 2018 (Fig. 3.16b). The increase in
exceedances in the eastern Atlantic from 2017 to 2018
(Fig. 3.17¢) represents a return to expected numbers
of exceedances (Fig. 3.17b) after few exceedances oc-
curred in the region during 2017.
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Humber of Days

Fic. 3.17. (a) Nuisance-level flooding thresholds defined by the level of the top 1% of observed daily maxima
during 1999-2017 from tide gauge records. Units are in meters above MHHW calculated over 1999-2017. (b)
Number of daily maximum water levels during 2018 above the thresholds in (a). (c) Same as in (b), but for
2018 minus 2017. Small, black circles in (b) and (c) indicate a value of zero. Daily maximum water levels were
calculated from hourly tide gauge observations obtained from the University of Hawaii Sea Level Center Fast
Delivery database. Only records with at least 80% completeness during 1999-2017 and 80% completeness dur-
ing 2018 were analyzed.
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SIDEBAR 3.2: 2018 FLORIDA RED TIDE BLOOM (. KELBLE,

M. KARNAUSKAS, K. HUBBARD, G. GONI, AND C. STREETER

Red tides caused by the dinoflagellate, Karenia brevis, are a
naturally occurring phenomenon in the Gulf of Mexico, includ-
ing the west Florida shelf (Steidinger 2009). This alga blooms
nearly annually in the coastal waters of southwest Florida and
occurs less frequently along Florida’s Panhandle and Atlantic
coasts (Steidinger 2009). There are reports suggestive of red
tides from early European explorers dating back to the early
1500s, but perhaps the earliest well-documented K. brevis
bloom on the west Florida shelf was in 1844 (Magafa et al.
2003). Mortalities in marine animals and human respiratory
irritation caused by toxins produced by K. brevis during red
tide events can be widespread (Steidinger 2009). The duration,
spatial extent, and movement of the red tide are factors that
influence considerable variations in severity of impacts on the
ecosystem and human communities. The 2017—19 bloom was
the fifth longest-lasting bloom since 1953, when more intensive
state monitoring was instituted. This |6-month event resulted
in impacts on Florida’s Panhandle, southwest, and east coasts
including extensive wildlife mortalities and strandings, numer-
ous reports of human respiratory irritation, persistent shellfish
harvest area closures, and/or other undesired consequences
including economic ones (Fig. SB3.2).

The 201719 red tide bloom impacted southwest Florida
most severely, including known hotspots (i.e., the greater
Charlotte Harbor and Tampa Bay areas). From late 2017 to
early 2019, K. brevis cells persisted in these general areas

(Fig. SB3.2). Not only was this an intense, long-lasting red tide
in southwest Florida, it was also geographically widespread.
After the passage of Tropical Storm Gordon in early September
2018, the bloom in southwest Florida intensified, and bloom
concentrations (>100000 cells per liter) were first detected in
Florida’s Panhandle and endured through November. At the end
of September and through October 2018, bloom concentra-
tions were also detected on Florida’s east coast. The northwest
and east coast blooms were thus comparatively short-lived
relative to the southwest bloom. It is worth noting that these
occurrences took place in late summer into autumn, when new
bloom initiation most typically occurs in southwest Florida,
and that northwest and southwest blooms are hypothesized
to share a single offshore initiation zone; cells are transported
from initiation zones toward shore by subsurface currents.
Transport of cells from southwest Florida to the east coast of
Florida has been previously documented (VWeisberg et al. 2009)
and can occur when cells are transported southward and then
entrained in the Florida Current; sampling in October 2018
also revealed the presence of red tide in the Florida Keys and
the currents during this time period support transport of the
southwest bloom to the east coast (Fig. SB3.3).

Red tides have significant negative impacts on the eco-
system, including fisheries. The effects of red tide on marine
organisms are both direct via brevetoxins or low dissolved
oxygen and indirect via changes in the food web (DiLeone and

1
-

Fic. SB3.2. Left: All sampling locations for Karenia brevis cell counts throughout Florida from 2000 through the
end of 2018. Right: Karenia brevis cell counts (cells/l) for locations, binned as 1/10° longitude and latitude cells,

which have been sampled at least monthly since 2012.
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Ainsworth 2019). The 201719 red tide on Florida’s west coast
coincided with substantial decreases in fisheries landings as evi-
denced by the landings for five common commercial categories
in Lee and Charlotte counties, near Charlotte Harbor (Table
SB3.1). All of the landings decreased substantially in 2017 and
2018, and reports from fishermen indicated that fishing was
challenging with little success during the latter part of 2018.
Based, at least in part, on these concerns, an emergency rule
was requested by the Gulf of Mexico Fisheries Management
Council to decrease the red grouper quota. In addition to
fisheries impacts, an unusual mortality event affected 149 dol-
phins along with manatees and turtles beginning in July 2018.
These observations collectively underscore the significance
of events like this on local fisheries and help direct efforts to
assess further ecological impacts related to this severe bloom
in years to come.

Red tides cause significant economic losses to coastal com-
munities in Florida not only through declines in fisheries landings,
but also through negative impacts on tourism. These are two of
the biggest industries in the state, and thus their losses propagate
from locally impacted communities. The Fort Myers Florida
Weekly surveyed 156 businesses in Fort Myers Beach. The
businesses reported $48.8 million (U.S. dollars) in lost revenue
during the |13-week period from July 27, 2018 through October
26, 2018 (https://fortmyers.floridaweekly.com/articles/in-the

Fic. SB3.3. Satellite altimetry-derived sea surface
height (background color) and surface currents (ar-
rows) for 10 Oct 2018. The currents suggests southerly
flow on the west Florida shelf that would allow for
advection of red tide to the east coast of Florida.

-wake-of-red-tide/). Although events such as the substantial 2017—
19 red tide clearly have widespread detrimental effects, these
events also provide opportunities to study related mechanisms,
further the ability to predict future blooms, and consider potential
mitigation strategies.

TasLe SB3.1. Fisheries landings in thousands of pounds from Charlotte and Lee counties in Florida (trip ticket
data from the Florida Fish and Wildlife Commission).
Species 2012 2013 2014 2015 2016 2017 2018
Red Grouper 254 220 386 342 429 352 197
Mullet 3111 3455 3401 2963 3082 1790 1401
SIS (CIELE, 29 2 I 29 27 9 5
Jumbo
ST (SR, 59 54 54 83 80 7)) 22
Large
stone Crabs, 7l 76 80 9l 95 76 39
Medium

g Surface currents—R. Lumpkin, G. Goni, and K. Dohan
This section describes ocean surface current
changes, transports derived from ocean surface cur-
rents, and features such as rings inferred from surface
currents. Surface currents are obtained from in situ
(global array of drogued drifters and moorings) and
satellite (altimetry and wind stress) observations.
Transports are derived from a combination of sea
surface height anomaly (from altimetry) and clima-
tological hydrography. See State of the Climate in 2011
for details of these calculations. Zonal surface current

STATE OF THE CLIMATE IN 2018

anomalies are calculated with respect to 1993-2007
climatology and are discussed below for individual
ocean basins.

1) PaciFic OceaN

In 2018, the Pacific basin exhibited an annual
mean zonal eastward current anomaly of 10-15 cm
s~! from 130°E-135°W, with peak anomalies shifting
from 6°N at the western edge to 8°N at the eastern
edge (Fig. 3.18a). This anomaly band indicates
that there was a strengthened North Equatorial
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Countercurrent (NECC) extending farther north
than in climatology. Because 2017 was character-
ized by westward anomalies in this latitude band
with peak values in the central basin (125°-145°W),
the 2018-minus-2017 map (Fig. 3.18b) has larger
eastward anomalies here. This shift in the NECC
was likely associated with the co-located wind stress
anomalies seen in 2018 (Fig. 3.13a), which veered from
westerly in the western Pacific to south-southwesterly
in the central Pacific.

Figure 3.19 shows the development of zonal geo-
strophic current anomalies with respect to monthly
climatology, averaged season by season. In December
2017-February 2018 (Fig. 3.19a), the largest anoma-
lies were 25-30 cm s eastward between the equator
and 2°S, 115°-170°W, where the seasonal mean cur-
rent is near zero. This countercurrent, associated
with a seasonally shoaling equatorial undercurrent,
does not develop until April-May in climatology
derived from drifters drogued at 15-m depth (www
.aoml.noaa.gov/phod/gdp/mean_velocity.php). Along
these same longitudes, a band of positive (eastward)
anomalies at 8°~10°N and negative (westward)
anomalies at 3°-5°N indicated that the NECC was
strengthened and shifted anomalously north of its
climatological position, while the northern core of
the South Equatorial Current (nSEC) was strength-
ened at 3°-4°N. The eastward anomalies intensified
March-May (Fig. 3.19b), indicating that the NECC
was 30 cm s faster than its climatological strength
of ~35cm s™!, and the countercurrent at 0°-2°S, where
climatological currents are near zero, was 25 cm s™.
Westward anomalies centered on the nSEC dimin-
ished, however. During June-August (Fig. 3.19¢),
anomalies not associated with the NECC weakened
significantly and, apart from that current system, the
basin-scale zonal currents were close to climatology.
Large eastward anomalies of 30-35 cm s persisted in
the western NECC at 160°E-130°W, centered near the
climatological core latitude of the NECC at 7°-8°N.
The anomalies in the NECC weakened significantly
(to 15-20 cm s') during September-November
(Fig. 3.19d), while eastward anomalies of 25-30 cm s
developed along the equator in the eastern basin at
100°-150°W.

Shifts in the location of the Kuroshio Jet are as-
sociated with a decadal stable/unstable oscillation
(Qiu and Chen 2005). The Kuroshio shifts to the
north when it intensifies and becomes stable thus

in 2005-08, and then decreased from 2009 to 2018.
Since 2015, EKE has remained relatively steady (at
annual to interannual time scales) and lower than
the 1993-2018 average in the downstream Kuroshio
Jet region, indicating that the system is in its stable
mode, while exhibiting intra-annual variations such
as a short-lived increase in EKE in mid-2016. During
2018, EKE in the region averaged 0.102 m*s com-
pared to the 1993-2017 average of 0.117 m?* s 2, while
maximum speeds were at 35.6°N, slightly north of the
climatological average latitude of 35.3°N.

The equatorial Pacific current system advects
waters across the basin, contributing to anomalies
in the SST fields. Historically, surface current (SC)
anomalies in this region are a strong indicator of
upcoming SST anomalies with SC anomalies lead-
ing SST by several months and a reversal of the SC
anomaly usually coinciding with peak SST anomaly.
This behavior can be seen in the first principal EOFs
of SC anomaly and SST anomaly across the tropical
Pacific basin (Fig. 3.20). The maximum lagged corre-
lation between SC and SST is R = 0.65 for 1993-2018,
with SCleading SST by 76 days. The year 2018 began
with negative SST anomalies, with a maximum nega-
tive SST EOF amplitude of —1.20 in early January,
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Fic. 3.18. Annually-averaged geostrophic zonal cur-
rent anomalies (cm s™') for (a) 2018 and (b) 2018-mi-
nus-2017 derived from a synthesis of drifters, altim-
etry, and winds. Positive (red) is eastward; negative
(blue) is westward.

lowering eddy kinetic energy (EKE). Averaged in
the downstream Kuroshio Jet region 141°-153°E,
32°-38°N (Qiu and Chen 2005), EKE was low in
1994/95, elevated in 1999-2001, low in 2002/04, high
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FiG. 3.19. Seasonally-averaged zonal geostrophic anomalies with respect
to seasonal climatology, for (a) Dec 2017-Feb 2018, (b) Mar-May 2018,

2) INDIAN OCEAN

At basin scales, 2018 annually-
averaged zonal currents in the
Indian Ocean basin were very close
to climatology, with large-scale
anomalies weaker than +5 cm s™

(Fig. 3.18a). In contrast, 2017 was
characterized by equatorial east-

ward anomalies of ~8 cm s and
westward anomalies of ~15 cm s!
at 10°S in the eastern half of the
basin; thus, the 2018-2017 map
(Fig. 3.18b) reflects these 2017

1IME 18 1N W I
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(c) Jun-Aug 2018, and (d) Sep-Nov 2018.

— 5 WV aradd b
—— S5T Wmeli li,"'.

Fic. 3.20. Principal EOFs of surface current (SC) and
of SST anomaly variations in the Tropical Pacific from
the OSCAR model (Bonjean and Lagerloef, 2002). (a)
amplitude time series of the EOFs normalized by their
respective std. dev. (b) spatial structures of the EOFs.

rising for most of 2018, and peaking in November
at 0.9. The SC anomalies rose from their minimum
of —1.8 in October 2017, consistent with the lagged
rising SST anomalies, then experienced negative
anomalies from May to September, down to —0.9 in
mid-July, before rising to positive values for the rest
0f 2018, with a maximum of 0.7 in October. The year
was unusual in that while SST anomalies did experi-
ence some slowing in their rising in July-September,
it was not nearly as significant as the reversal in SC.
The year ended with a reversal of SC anomalies and
a decrease in positive SST anomalies.

STATE OF THE CLIMATE IN 2018

anomalies with reversed sign.

a0 The season-by-season maps
of zonal current anomalies (Fig.
3.19) show that strong anomalies
were only present in June-August
2018, when >20 cm s™' eastward
anomalies were present at 3°S-
2°N, 70°-85°E. These anomalies are consistent with
a strengthened southwest monsoon current extending
farther north than in the seasonal climatology. In
these months in this longitude band, the climatologi-
cal southwest monsoon current has maximum speeds
0f20-25 cm s at 1°-2°S, while in 2018 the maximum
speeds were 40-50 cm s™! at 1°N-3°S.

3) AtLAanTIC OCEAN

Annual mean zonal currents in the tropical Atlan-
tic Ocean were close to their climatological values in
2018 (Fig. 3.18a). During December 2017-February
2018 (Fig. 3.19a), a countercurrent of 20-25 cm s™*
was centered on 1°S in the longitude band 15°-40°W,
where the climatological current is not significantly
different from zero. This countercurrent was no
longer present in March-May (Fig. 3.19b), while
westward anomalies of —20 cm s™' at 0.5°-1.5°N
were associated with a strengthened nSEC. Tropical
Atlantic currents were very close to climatology in
June-August (Fig. 3.19¢). In September—-November,
westward near-equatorial anomalies of —10 cm s™*
were present in the northern Gulf of Guinea.

The changes in transport and location of several
key surface currents and associated mesoscale rings in
the Atlantic Ocean basin are continuously monitored
using satellite altimetry observations (www.aoml
.noaa.gov/phod/altimetry/cvar/index.php). We pres-
ent here the state of four key dynamic features in the
Atlantic Ocean: (1) During 2018, satellite altimetry
observations show that the number of rings shed by
the Agulhas Current remained similar to the mean
1993-2018. The transport by these rings is indica-
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tive of water mass properties exchanges between the
Indian and Atlantic Oceans. (2) In the southwest
Atlantic Ocean, the separation of the Brazil Current
from the continental shelf break (located at 37.6°S in
the mean) reveals the intrusion of subtropical waters
into the subpolar region. Since 1993, this current has
separated farther to the south from the continental
shelf break by 3° latitude (c.f., Lumpkin and Garzoli,
2010; Goni et al., 2011). During 2017 the location of
separation moved to the south by about 2° latitude
(see www.aoml.noaa.gov/phod/altimetry/cvar/mal
/BM_ts.php), the largest southward shift in the al-
timeter time period 1993-present. During 2018, this
location remained unchanged. (3) To the north, the
North Brazil Current, which transports waters from
the South Atlantic into the North Atlantic basin,
showed a slight increase in the number and size of
the rings shed and in the number of rings that even-
tually made their way into the Caribbean Sea. This
increased transport is important because the rings
carry fresh Amazon River water into the Caribbean
Sea, creating barrier layers that often contribute to
Atlantic hurricane intensification. (4) Altimetry and
cable measurements of the Florida Current during
2018 do not show any deviation from their expected
annual mean values at 27°N.

h. Global ocean phytoplankton—-B. A. Franz, I. Cetinic,

E. M. Karakdylii, D. A. Siegel, and T. K. Westberry

Marine phytoplankton contribute roughly half
the net primary production (NPP) on Earth, fixing
atmospheric CO, into food that fuels global ocean
ecosystems and drives biogeochemical cycles (e.g.,
Falkowski et al. 1998; Field et al. 1998). Phytoplank-
ton growth is dependent on availability of light and
nutrients (e.g., iron, nitrogen, phosphorous) in the
upper ocean euphotic zone, which in turn is influ-
enced by physical factors such as ocean temperature
(e.g., Behrenfeld et al. 2006). SeaWiFS (McClain 2009)
and MODIS (Esaias et al. 1998) are satellite ocean
color sensors that provide observations of sufficient
frequency and geographic coverage to globally moni-
tor changes in the near-surface concentration of the
phytoplankton pigment chlorophyll-a (Chla; mg m™~),
and phytoplankton carbon biomass (C,p,; mg m™).
While both quantities vary with phytoplankton abun-
dance and thus serve as proxies for phytoplankton
biomass, cellular Chla can also vary significantly due
to physiological response to light and nutrient con-
ditions or changes in species composition (Dierssen
2010; Geider et al. 1997). In combination, these
two satellite products provide insight into multiple
dimensions of environmental and climate-driven

$92 | BAIS SEPTEMBER 2019

variability in phytoplankton biomass, composition,
and physiology (Behrenfeld et al. 2008; Siegel et al.
2013; Westberry et al. 2016).

Here, global Chla and C,,, distributions for 2018
are evaluated within the context of the continuous
21-year record provided through the combined ob-
servations of SeaWiFS (1997-2010) and MODIS on
Aqua (MODISA, 2002-present). The NASA standard
MODISA daytime SST product, version R2014.0, is
used to provide context on the physical state of the
oceans. All ocean color data used in this analysis cor-
respond to NASA processing version R2018.0, which
utilizes common algorithms and calibration methods
to maximize consistency in the multi-mission satel-
lite record. The R2018.0 Chla product was derived
using the algorithm of Hu et al. (2012), while C,,
was derived from the R2018.0 particle backscattering
coefficient, by, at 443 nm (Werdell et al. 2013) and a
linear relationship between by, and C,;,, as described
in Graff et al. (2015). In combining the ocean color
records, the overlapping period from 2003 through
2008 was used to assess and correct for residual bias
between the two mission datasets.

To evaluate changes in the distribution of phyto-
plankton during 2018, mean values for MODISA Chla
and C,yy in each month of the year were subtracted
from monthly climatological means for MODISA
(2003-11). These monthly fields were then averaged
to produce the global Chla and C,;, anomaly maps
for 2018 (Figs. 3.21a,b). Similar calculations were
performed on MODISA SST (°C) data to produce an
equivalent SST annual mean anomaly (Fig. 3.21c).
The permanently stratified ocean (PSO) is defined
as the region covering the tropical and subtropical
oceans where annual average SST is greater than
15°C and is characterized by surface mixed layers that
are typically low in nutrients and shallower than the
nutricline (black lines near 40°N and 40°S in Fig. 3.21;
Behrenfeld et al. 2006).

For 2018, Chla concentrations (Fig. 3.21a) were sup-
pressed 10%-30% relative to the climatological mean
in the western warm pool and northern and southern
regions of the tropical Pacific, as well as the western
North Pacific and the western subtropical North
Atlantic. These locations correspond to regions of
strongly elevated SSTs (Fig. 3.21c). C,i, concentrations
within the tropical Pacific show similar but weaker
patterns of negative anomalies in the east (—5%) but
neutral to positive anomalies (+5%) in the west, with
C,ny anomalies generally more homogeneous across
the Atlantic and Pacific Oceans (Fig. 3.21b). Positive
SST anomalies in these permanently stratified ocean
regions generally coincide with shallower surface
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mixed layer depths (MLD), exposing phytoplankton
to prolonged daily sunlight exposures. Phytoplankton
respond to this increased light by decreasing their
cellular chlorophyll levels (Behrenfeld et al. 2015).
Shallower MLDs might also indicate a decrease in
vertical nutrient transport, adding to the physi-
ological response of the cell and potentially driving
additional decoupling of Chla and C,;, anomalies
due to decreased cellular chlorophyll to carbon ratios
(Westberry et al. 2016). Coherent patches of elevated
phytoplankton biomass, as evident from both Chla
and C,;,, anomalies, were visible in the Arabian Sea
and Bay of Bengal, the southern Pacific subtropical
gyre, and the eastern equatorial and subtropical Atlan-
tic. Outside of the PSO, a much weaker correlation was
observed between phytoplankton biomass anomalies
and SST anomalies, consistent with past reports (e.g.,
Franz et al. 2018). Notably, strong negative anomalies
in SST were visible across the subpolar North Atlan-
tic and the Labrador Sea (~1°C), but the biological
response differed for these regions, as Chla and C,,,
demonstrated positive anomalies (+35% and +15%
respectively) in the Labrador Sea, while both measure-
ments were depressed (-15%) in the North Atlantic.

Seasonal changes in phytoplankton biomass in
the permanently stratified ocean typically display
two pronounced peaks, reflecting vernal increases in
biomass in the Northern and Southern Hemispheres
(Figs. 3.22a,b). Peaks in monthly climatological C,,
tend to trail behind peaks in Chla with a 2-month
delay, likely due to a reduction in phytoplankton
chlorophyll to carbon ratios as the seasonal bloom
progresses (e.g., Westberry et al. 2016). During 2018,
however, primary and secondary peaks in Chla (red
circles in Fig. 3.22) occurred slightly earlier than the
climatological norm, leading to some significant
deviations that include anomalously high values in
January and May—June and low values in September
and October. During 2018, C,, values generally
remained within the interquartile range of monthly
climatological distributions, except during Octo-
ber-November, when mean phytoplankton biomass
peaked earlier than the climatology.

Over the 21-year time series of spatially integrated
monthly mean Chla within the PSO (Fig. 3.23a), con-
centrations varied by ~15% (+0.02 mg m™) around a
long-term average of 0.142 mg m™ (Fig. 3.23a). This
variability includes significant seasonal cycles in Chla
distributions and responses to climatic events, as has
been observed previously (e.g., Behrenfeld et al. 2006;
Franz etal. 2018). C,,, over the same 21-yr period varied
by ~5% (+1.25 mg m™) around an average of 23.7 mg m™
(Fig. 3.23¢). Seasonal cycles in C,,, are more clearly de-
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Fic. 3.21. Annual mean for 2018 of monthly (a) MODISA
Chla, (b) MODISA C,;,, and (c) MODISA SST anoma-
lies, where monthly differences were derived relative
to a MODISA 9-year climatological record (2003-11).
Chla and C,;,, are stated as % difference from clima-
tology, while SST is shown as an absolute difference.
In each panel, black lines indicate the location of the
mean |15°C SST isotherm delineating the PSO region.
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Fic. 3.22. Distribution of 2018 monthly means (red
circles) for (a) MODISA Chla and (b) MODISA C,,, for
the PSO region, superimposed on the climatological
values as derived from the combined time-series of
SeaWIFS and MODISA over the 20-year period 1998-
2017. The gray boxes show the interquartile range of
the climatology, with black line for the median value
and whiskers extending to the 5th and 95th percentiles.
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lineated than those of Chla, consistent with the assertion
that Cy,, represents true variability in phytoplankton
biomass.

Chla monthly anomalies within the PSO
(Fig. 3.23b) show variations of £10% (+ 0.015 mgm™)
over the multi-mission time series, with largest de-
viations generally associated with El Nifio/La Nifia
events. This link between ENSO variability and
mean Chla response in the PSO is demonstrated
by the correspondence of anomaly trends with the
Multivariate ENSO Index [(MEI; Wolter and Timlin
(1998); presented in the inverse to illustrate the cor-
relation, with R = —0.44)]. For 2018, Chla anomalies
were relatively small (£3%), consistent with weak
ENSO conditions. Similar comments can be made
about the C,,, anomaly trends, which show nominal
to slightly elevated values in 2018 and also track well
with the MEI over the 21-year timeseries (R = —0.39).

Variability and trends in Chla reflect both adjust-
ments in phytoplankton biomass and physiology (or
health), while C,, reflects changes in biomass alone.
Both of these properties are mechanistically linked to
physical conditions of the upper ocean, as well as to
ecological interactions between phytoplankton and
their zooplankton predators. Unraveling the diversity
and covariation of factors that influence Chla concen-
trations is essential for correctly interpreting the im-
plications of Chla anomalies on ocean biogeochemis-
try and food webs. For example, inverse relationships
between Chla and SST can emerge from changes in
either mixed-layer light levels or vertical nutrient
flux, but these two mechanisms have opposite im-
plications on phytoplankton NPP (Behrenfeld et al.
2015). An additional complication is that measured
changes in ocean color often contain a contribution
from colored dissolved organic matter (Siegel et al.
2005) or from the changing phytoplankton popula-
tion, with its type-specific optical characteristics
(Dierssen 2010) that can be mistakenly attributed to
changes in Chla (Siegel et al. 2013). C,;,, provides a
more direct measurement of phytoplankton biomass
that is insensitive to changes in physiological status of
the cell, and thus offers complementary information
on the state of the oceans. Future satellite missions,
such as the planned hyperspectral Plankton, Aerosol,
Cloud, ocean Ecosystem mission (PACE), will enable
the rigorous separation of phytoplankton absorp-
tion features from non-algal features, as well as the
assessment of changes in phytoplankton species or
functional group distributions (Werdell et al. 2019).
Such data will provide a major step forward in our
ability to disentangle the impacts of climate forcing
on global phytoplankton communities.
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FiG. 3.23. 21-year, multi-mission record of Chla and C,;,
averaged over the PSO for SeaWiFS (blue), MODISA
(red), and combined (black). Panel (a) shows Chla
from each mission, with horizontal line indicating the
multi-mission mean Chla concentration for the re-
gion. Panel (b) shows the monthly Chla anomaly from
SeaWiFS and MODISA after subtraction of the 20-year
multi-mission climatological mean (Fig. 3.22). Panel
(c) and (d) show the same as (a) and (b) respectively,
but for C,.,. Green diamonds show the MEI, inverted
and scaled to match the range of the Chla and C,,,
anomalies.

i. Global ocean carbon cycle—R. A. Feely, R. Wannink-

hof, B. R. Carter, P. Landschiitzer, A. J. Sutton, C. Cosca, and

J. A. Trifanes

The global oceans play a major role in the global
carbon cycle by taking up a significant fraction of
the excess CO, humans release into the atmosphere
every year. As a consequence of humankind’s col-
lective release of CO, emissions into the atmosphere
from fossil fuel burning, cement production, and
land use changes over the last two-and-a-half cen-
turies, commonly referred to as “Anthropogenic
CO, (C,am),” the atmospheric CO, concentration has
risen from pre-industrial levels of about 278 ppm
(parts per million) to about 408 ppm in 2018. The
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atmospheric concentration of CO, is now higher
than has been observed on Earth for at least the last
800000 years (IPCC 2013). As discussed in previ-
ous State of the Climate reports, the global ocean is
a major long-term sink for C,,,, which is the major
cause of ocean acidification. Here the discussion is
updated to include recent estimates of that sink. Over
the last decade, the global ocean has continued to
take up a substantial fraction of the C,,, emissions
and therefore is a major mediator of global climate
change. Of the 10.8 (+0.9) Pg C yr* C,,, released
during the period 2008-17, about 2.4 (+0.5) Pg C yr™*
(22%) accumulated in the ocean, 3.2 (+0.8) Pg C yr'
(29%) accumulated on land, and 4.7 (+0.1) Pg C yr'
(44%) remained in the atmosphere with an imbalance
of 0.5 Pg C yr' (Le Quéré et al. 2018). This decadal
ocean carbon uptake estimate is a consensus view
based on a combination of measured decadal inven-
tory changes, models, and global air-sea CO, flux
estimates based on surface ocean partial pressure of
CO, (pCO,) measurements from ships and moorings.
Using ocean general circulation models that include
biogeochemical parameterizations (OBGCMs) and
inverse models that are validated with observations-
based air-sea exchange fluxes and basin-scale ocean
inventories, Le Quéré et al. (2018) have demonstrated
that the oceanic C,,q, sink has grown from 1.0 (£0.5)
Pg C yr'in the 1960s to 2.5 (+0.5) Pg C yr ' in 2017.
Air-sea CO, flux studies reported here and shown
in Fig. 3.24 indicate a greater ocean uptake than
provided in Le Quéré et al. (2018), due to an increased
estimate of 0.78 Pg C yr' riverine contribution. This
higher estimate in carbon from rivers is applied to
the whole time series shown in Fig. 3.24.

I) AIR—SEA CARBON DIOXIDE FLUXES

Ocean uptake of C,,, can be estimated from the
net air-sea CO, flux derived from the bulk flux for-
mula with air-sea differences in CO, partial pressure
(ApCO,) and gas transfer coefficients as input. A
steady contribution of carbon from riverine runoff,
originating from organic and inorganic detritus
from land, revised upward from 0.45 to 0.78 Pg Cyr™!
(Resplandy et al. 2018) is included to obtain the C,,
uptake by the ocean. The data sources for pCO,
are annual updates of surface water pCO, observa-
tions from the Surface Ocean CO, Atlas (SOCAT)
composed of mooring and ship-based observations
(Bakker et al. 2016) and the Lamont-Doherty Earth
Observatory (LDEO) database with ship-based
observations (Takahashi et al. 2017). The increased
observations and improved mapping techniques, in-
cluding neural network methods and self-organizing
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Fic. 3.24. Global annual (red line) and monthly (blue
line) net CO; fluxes (Pg C yr') for 1982-2018. The black
line is the anthropogenic CO; flux, which is the net flux
minus the riverine component of 0.78 Pg C yr'. Nega-
tive values indicate CO, uptake by the ocean.

maps (Landschiitzer etal. 2013, 2014; Rdenbeck et al.
2015), provide global pCO, fields on a 1° x 1° grid at
monthly time scales annually. This allows investiga-
tion of variability on sub-annual to decadal time
scales. The ApCO, and a parameterization of the gas
transfer with wind described in Wanninkhof (2014)
are used to calculate the air-sea CO, fluxes.

The monthly 2018 ApCO, maps are based on
an observation-based neural network approach of
Landschiitzer et al. (2013, 2014). The 2018 values are
projections based on surface temperature, sea surface
salinity, climatological mixed-layer depth, satellite
chlorophyll-a, atmospheric CO,, and the neural net-
work for seawater pCO, developed from the data from
the previous three decades. Changes in winds over
time have a small effect on annual global air-sea CO,
fluxes (Wanninkhof and Trifianes 2017). The C,.m
fluxes from 1982 to 2018 suggest a decreasing ocean
sink in the first part of the record and a strong increase
from 2001 onward that continued into 2018 (Fig. 3.24).
The amplitude of seasonal variability is large (= 1 Pg
C) compared to the long-term trend with minimum
uptake in the June-September timeframe. The C,,
air-sea flux of 3.1 Pg C yr' in 2018 is 36% above the
revised 1996-2016 average of 2.24 (+0.4) Pg C yr'.

The average fluxes in 2018 (Fig. 3.25a) show the
characteristic pattern of effluxes in the tropical
regions and in the high-latitude Southern Ocean
around 60°S, and uptake at mid-latitudes. The region
with largest efflux is the equatorial Pacific. Coastal
upwelling regions including the Arabian Sea, off the
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coast of Mauritania, and the Peruvian upwelling
system are significant CO, sources to the atmosphere
as well. Large sinks are observed poleward of the sub-
tropical fronts, and the frontal position determines
the location of a maximum that is farther south and
weaker in the Pacific sector of the Southern Ocean
compared to the other basins.

In the Northern Hemisphere, there is a significant
asymmetry in the sub-Arctic gyre with the North
Atlantic being a large sink while the North Pacific is
a significant source of CO,. This is due in part to the
position of the western boundary currents that are
known CO, sinks at high latitudes. The Gulf Stream/
North Atlantic drift extends farther north than the
Kuroshio.

Ocean carbon uptake anomalies (Fig. 3.25b) in
2018 relative to the 1996-2016 average are attributed
to the increasing ocean CO, uptake with time (Fig.
3.24) and to variations in large-scale climate modes.
The long-term air-sea flux trend since 2000 is —0.7 Pg
Cdecade™ (or —0.16 mol m? yr* decade™), which leads
to predominantly negative flux anomalies (greater
ocean uptake). Despite this trend there are several
large regions showing positive anomalies for 2018,
notably the eastern equatorial Pacific, the subtropi-
cal North and South Pacific, and the high-latitude
Southern Ocean. The increased effluxes in the eastern
equatorial Pacific are related to a predominant nega-
tive sign of the Oceanic Nifno Index (ONI) that fol-
lowed an extensive period of predominantly positive
ONI (El Nino) conditions in the preceding 20 years.
This is borne out by the colder SST values (Fig. 3.26a)
that indicate increased upwelling of waters with high
CO, content. Positive anomalies in the Pacific sub-
tropical regions (Fig. 3.25b) are related to the warm
SST anomalies over the past year compared to the
long-term average (Fig. 3.1a).

The differences between the air-sea CO, fluxes
in 2018 compared to 2017 (Fig. 3.25¢) are appreciable
with anomalies roughly in the same regions as the
difference of 2018 compared to the 20-year average.
This indicates that conditions in 2018 are unique as
compared to annual and decadal means. The increase
in CO, effluxes in the eastern equatorial Pacific from
2017 to 2018 are associated with a return to more
upwelling favorable conditions after the stalled El
Nifo in 2017. The Southern Ocean (south of 40°S)
shows an increasing sink in the polar front region
(= 50°S) and increasing source to the south for all
three basins. The increasing sink near the polar front
is partially compensated by a decreasing sink to the
north. The correlations with SST anomaly (SSTA)
are more nuanced. The large negative SSTA in the
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Fic. 3.25. Global map of (a) net air-sea CO, fluxes
for 2018, (b) net air-sea CO; flux anomalies for 2018
relative to a 1996-2016 average, and (c) net air-sea
CO; flux anomalies for 2018 minus 2017 values fol-
lowing the method of Landschiitzer et al. (2013), all
inmol C m2yr'.

eastern South Pacific centered at 60°S is attributed
to deeper convection and upwelling contributing to
the positive CO, flux anomaly (Fig. 3.25b). However,
the large positive CO, flux anomaly in the eastern
South Atlantic sector does not have a strong SSTA
associated with it. The band of negative flux CO,
anomalies compared to 2017 centered near 50°S is in
aregion with predominantly positive SSTA that sug-
gests that in this band, SSTA and flux anomalies are
decoupled. The North Pacific shows a large decrease
in sink strength roughly following the path of the
Kuroshio Current with a positive SSTA.

As detailed above, many of the pCO, and flux
anomalies can be attributed to variations in large-
scale climate modes and associated physical anoma-
lies, notably temperature, but the causality is often
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Fic. 3.26. Time-longitude plots of: (a) SST, (b) pCO,,
and the (c) ONI from 1982-2018 in the equatorial
Pacific. Significant reductions in surface water pCO,
values (low CO, outgassing) correspond with the EIl
Nifio events of 1982-83, 1986-87, 1991-94, 1997-98,
2002-05, 200607, 2009-10, and 2015-16. Significant
enhancement of the pCO, values (high CO, outgassing)
occurred with the strong La Nifa events in 1984-85,
1998-99, 1995-96, 1998-2000, 2007-08, and 2011-12.
2018 was a normal non-El Niiio year.
complex. For example, the behavior of pCO, with
respect to temperature includes competing processes:
thermodynamics dictate decreasing pCO, with de-
creasing SST, but waters originating from the deep
with a cold temperature signal will have a high pCO,.
Moreover, the drawdown of pCO, due to biology is
often associated with increasing temperature, but this
depends on region and season.
The strong trend of increasing CO, uptake since
2002 has continued through 2018 with an increase
of 0.15 Pg C above the 2017 estimate. This increase
is well within the uncertainty of the estimate, but it
is within the overall expectation that the ocean will
remain an increasing sink as long as atmospheric CO,
levels continue to rise. The sequestration of CO, by
the ocean partially mitigates the atmospheric CO,
rise, but it comes at a cost of increased acidification
of surface and subsurface waters (Carter et al. 2017).

2) INTERANNUAL VARIABILITY OF PCO, IN THE TROPICAL
PaciFic

From previous studies in the tropical Pacific, it

is well-established that the oceanic variability of the

air-sea exchange fluxes in this region are largely

controlled by the surface ocean pCO, variability and

STATE OF THE CLIMATE IN 2018

wind forcing influenced by the nature and phasing of
ENSO events (e.g., Feely et al. 1999, 2002, 2006; Ishii
et al. 2009, 2014; Takahashi et al. 2009; Wanninkhof
et al. 2013; Landschiitzer et al. 2014, 2016). The central
and eastern equatorial Pacific is a major source of CO,
to the atmosphere during non-El Nifio and La Nifia
periods; it is near neutral during strong El Nifio
periods, and a weak source during weak El Nifo pe-
riods. The warm El Nifo phase of the ENSO cycle is
characterized by a large-scale weakening of the trade
winds, decrease in upwelling of CO, and nutrient-rich
subsurface waters, and a corresponding warming of
SST in the eastern and central equatorial Pacific. The
opposite phase of the ENSO cycle, called La Nifia, is
characterized by strong trade winds, cold tropical
SSTs, and enhanced upwelling along the equator. Fig-
ure 3.26 shows time-longitude plots of SST and pCO,
for the region from 5°N to 10°S and 130°E to 95°W,
and the Oceanic Nifio Index (ONI) for the 36-yr
period from 1982 through 2018. During the strong
eastern Pacific El Nifio events of 1982-83, 1997-98,
and 2015-16, the cold waters of the eastern equatorial
Pacific disappear and pCO, values are close to equi-
librium with the atmosphere. However, during the
weaker central Pacific El Nifios of 1991-94, 2002-05,
and 2006-07, the equatorial cold tongue is present but
less pronounced, and pCO, values are higher than
atmospheric values but lower than corresponding
values for non-El Nifo periods. The strongest El Nifio
event of 1997-98 had SST anomalies exceeding 4°C
and the lowest pCO, values throughout most of the
equatorial Pacific. In contrast, the 2015-16 El Nifo
event had SST anomalies that are similar to the
1997-98 event, yet the pCO, values were significantly
higher because the upwelling-favorable winds were
stronger in the easternmost and westernmost parts
of the region. By 2018, the region returned to non-
El Nifo conditions and near-normal pCO, levels.

3) LONG-TERM TRENDS OF SURFACE OCEAN PCO,

Another feature of the time series of pCO, mea-
surements in the Pacific is the secular increase of
oceanic pCO, in response to the rise in atmospheric
CO.. Studies from surface ships and moorings have
demonstrated de-seasoned secular increases of sur-
face ocean pCO, ranging from 2.3-3.3 patm yr'; how-
ever, rates of change are lower during El Nifo periods
and higher during La Nifia periods (Feely et al. 2006;
Sutton et al. 2014). The highest rates of increase are
observed in the eastern Pacific near 125°W. In the
tropical Pacific, the strong influence of interannual
and decadal variability on surface ocean pCO, makes
it challenging to detect the anthropogenic change.
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In the subtropical Pacific, time-series 500
observations are long enough to detect the
anthropogenic signal above the natural
variability of the ocean carbon system
(Sutton et al. 2017, 2019). De-seasoned
monthly means of surface ocean pCO,
observations at the Woods Hole Oceano-
graphic Institution Hawaii Ocean Time-
series Station (WHOTS) in the subtropical
North Pacific and Stratus in the South
Pacific gyre show anthropogenic trends
of 1.8+0.3 patmyr' and 2.0+ 0.3 patmyr,
respectively (Fig. 3.27). These trends are

L=
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not significantly different from each other S A Rt e 3 X [ 5
or from the atmospheric (xCO,) rate of RLE 200K FLEL 10 2012 2014 a6 2018

increase at Mauna Loa Observatory of
2.2 ppm over this same time period.

Fic. 3.27. Moored time-series observations of surface ocean sea-
water pCO, (pCO;s) at the WHOTS (blue) and Stratus (red) sites
in the subtropical Pacific (inset). Light colors are the high-resolu-
tion measurements and circles represent de-seasoned monthly
means. Dashed lines represent trend of de-seasoned values. As a
reference, the climate record of atmospheric CO, (xCO,a) from
Mauna Loa Observatory is shown in black (NOAA ESRL Global

4) GLOBAL OCEAN CARBON INVENTORIES
Synoptic ship-based hydrographic
measurements are the primary data with

which the ocean carbon inventory, its an-
thropogenic component, and their chang-
esare calculated. Ocean carbon inventories were first
quantified in detail as part of the mid-1990s World
Ocean Circulation Experiment (WOCE). The Climate
Variability (CLIVAR) Repeat Hydrography Program
in the mid-2000s and the Global Ocean Ship-based
Hydrographic Investigations Program (GO-SHIP)
since 2010 have re-measured a subset of the ocean-
basin-spanning hydrographic cruise-tracks needed
to update the inventories. Critically, these three
programs each provided synoptic measurements of
a range of seawater parameters with sufficient accu-
racy and spatial density (vertically and horizontally)
in consistent locations to constrain anthropogenic
carbon inventory changes with high confidence.
During the last year, a major analysis was com-
pleted quantifying the oceanic sink for CO, between
1994 and 2007 (Gruber et al. 2019). It was enabled by
recent refinements to methods for processing interior
ocean carbon data (e.g., Clement and Gruber 2018)
and a data product released as the culmination of
a decade of ship-based data synthesis and quality
control work (Olsen et al. 2016). The analysis finds
that ocean inventory increased by 34 (+4) PgC (i.e.,
10" g carbon) over this span at an average rate of
2.6 (£0.3) PgC year . The scientists project this rate
forward to estimate a global inventory for the year
2010 of 160 (+20) PgC. These findings are consistent
with recent findings based on combinations of models
and data (Khatiwala et al. 2013) and inversions of a
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Monitoring Division, 2017).

variety of data types (DeVries et al. 2017). The rate
of storage is increased relative to periods prior to
1994, but consistent with expectations from steadily
increasing atmospheric CO, concentrations. How-
ever, broad regional variations were observed in the
rate of CO, accumulation, suggesting that variabil-
ity in ocean circulation and other modes of climate
variability have important effects on ocean carbon
concentrations on decadal timescales.

The patterns of accumulation vary by ocean basin
(Fig. 3.28) in a manner consistent with broad-scale
ocean circulation features, with significantly higher
accumulation in shallower waters and in the warmer
subtropical gyres, and less accumulation in the re-
gions where dense waters upwell near the equator
and in the subpolar oceans and the Southern Ocean.
Higher accumulation occurs in shallower waters due
to the close contact with the atmosphere, and slower
accumulation occurs in upwelling waters that have
been out of contact with the changing atmosphere
for longer. As a secondary impact, higher accumu-
lation occurs in warmer waters because elevating
seawater chemistry drives reactions and gas exchange
that result in the waters being more well-buffered
against changing pCO,, meaning atmospheric pCO,
increases elevate the total carbon content of seawater
by a larger amount before the seawater approaches
air-sea equilibrium.

Unauthenticated | Downloaded 01/05/23 08:05 PM UTC



g o

gepdh (m)
2iZgsuy

g
dagth (m)

D 1
100 PACIFIC ﬁ
200 'S 40°S M5 0° 20°N 40°N G60°N
_ 30
E 400
§ 50
1500
2500 & 10 15
500 AC, . (pmolkg™)

45007

FiG. 3.28. Vertical sections of the accumulation of anthropogenic carbon in pmol kg' between the WOCE and
CLIVAR periods of the repeat hydrographic records, as inferred by Gruber et al. (2019). Shown are the zonal
mean sections in each ocean basin organized around the Southern Ocean (center). The upper 500 m are ex-
panded and contour intervals are spaced at 2 pymol kg™' of C,.cn.
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4. THE TROPICS—H. |. Diamond and C. ). Schreck, Eds.
a. Overview—H. J. Diamond and C. ). Schreck

The tropics in 2018 began with La Nifa conditions
that started during boreal autumn 2017 and extended
through April 2018. These La Nifa sea surface tem-
perature (SST) conditions then transitioned into
neutral ENSO SST conditions from April through
August. While overall ENSO SST conditions exceed-
ed the minimum threshold for E1 Nifo (e.g., Nifio-3.4
> +0.5°C) from September through December, the
ocean-atmosphere coupling that is an intrinsic aspect
of El Nifio was not present until January 2019.

For the global tropics, land and ocean surfaces
(measured 20°N-20°S) combined to register 0.19°C
above the 1981-2010 average. This ranks 2018 as the
11th warmest year for the tropics since records began
in 1880, and coolest since 2013. Precipitation over
land for the same latitudes was above the 1981-2010
average for three major datasets (GHCN, GPCC,
GPCP), although anomalies among them ranged from
5 to 85 mm above average.

Globally, 95 named tropical cyclones (TCs; >33 kt)
were observed during the 2018 NH season and the
2017/18 SH season (see Table 4.2), as documented in
IBTrACSv4 (Knapp et al. 2010). Overall, this number
was well above the 1981-2010 global average of 82 TCs
as well as the 85 TCs reported during 2017 (Diamond
and Schreck 2018).

In terms of Accumulated Cyclone Energy (ACE;
Bell et al. 2000), each NH basin was above its
1981-2010 average. The eastern North Pacific set a
new basin record of 316 x 10* kt?, which is nearly
triple its 1981-2010 average. In the western North
Pacific, seven storms (six of Category

and North Atlantic basins. This was five more than
recorded in 2016 (Diamond and Schreck 2017), six
more than recorded in 2017 (Diamond and Schreck
2018), and only one less than the record of 12 Category
5TCs set in 1997 (Schreck et al. 2014).

b. ENSO and the tropical Pacific—G. D. Bell, M. S. Halpert,
and M. L'Heureux

ENSO is a coupled ocean-atmosphere climate
phenomenon over the tropical Pacific Ocean. For his-
torical purposes, NOAA’s Climate Prediction Center
(CPQC) classifies and also assesses the strength and
duration of El Nifo and La Nifa using the Oceanic
Nifo Index (ONI, shown for 2017 and 2018 in Fig. 4.1).
The ONI is the 3-month (seasonal) running average
of SST anomalies in the Nifo-3.4 region (5°N-5°S,
170°-120°W), currently calculated as the departure
from the 1986-2015 base period. El Nifio is classified
when the ONI is 2+0.5°C for at least five consecutive
and overlapping seasons. La Nifa is classified when
the ONI is <-0.5°C for at least five consecutive and
overlapping seasons.

The ONI shows that La Nifa developed during
September-November (SON) 2017 (UHeureux et al.
2018) and continued through February-April (FMA)
2018. The CPC officially declared that La Nifia ended
in April. This event peaked during October-Decem-
ber (OND) 2017 through December-February (DJF)
2017/18 seasons, with ONI values approaching —1.0°C
during November-January (NDJ). According to
informal CPC criteria, this peak value is borderline
between a weak (—0.5°C to —1.0°C) and moderate
strength (-1.0°C to —1.5°C) event.

5 intensity) accounted for 71% of 31.—.
the above-average seasonal ACE of :.;:
341 x 10* kt?. The North Atlantic oal

basin had an ACE nearly 145% of its
1981-2010 median value, but well below
the 241% of median recorded in 2017
(Bell et al. 2018). The North and South
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Indian basins were each above their .t
median ACE levels, while the Austra-
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fairly quiet, each having below-normal
ACE seasons. The global total was in
the top quartile for 1981-2010 with
1002 x 10* kt?.

Eleven TCs across the globe reached
the Saffir-Simpson scale Category 5 in-
tensity level—six in the western North
Paci